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PROGRAMME 
 
 
 

  

Date: Monday, 03/Mar/2025 

9:00am - 1:00pm WS01: Decoding the Past, Digitizing the Future: Transkribus and 
(Digitized) Cultural Heritage I. Introductory Workshop 
Location: Oskar Kallas Auditorium 
Session Chair: C. Annemieke Romein, READ-COOP SCE, Austria 

Oskar Kallas 
Auditorium 

9:00am - 1:00pm WS02: Innovations and New Interactions through Digital Cultural Heritage 
in GLAM Sector 
Location: Helmi Kurrik Auditorium 
Session Chair: Pille Runnel, Estonian National Museum, Estonia 

Helmi Kurrik 
Auditorium 

9:00am - 1:00pm WS03A: Explorations of the dynamics of cultural phenomena in text 
corpora I (30 min presentations & discussion) 
Location: Aliise Moora Auditorium 
Session Chair: Mark Mets, Tallinn University, Estonia 
Session Chair: Kadri Vider, Estonian Literary Museum, Estonia 
Session Chair: Taive Särg, Estonian Literary Museum, Estonia 
Session Chair: Katrine F. Baunvig, Aarhus University, Denmark 
Session Chair: Mari Väina, Estonian Literary Museum, Estonia 
This session consists of six 30-min presentations and a slot for discussion. 

Aliise Moora 
Auditorium 

2:00pm - 6:00pm WS03B: Explorations of the dynamics of cultural phenomena in text 
corpora II (60 min hands-on tutorials) 
Location: Aliise Moora Auditorium 
Session Chair: Mark Mets, Tallinn University, Estonia 
Session Chair: Kadri Vider, Estonian Literary Museum, Estonia 
Session Chair: Taive Särg, Estonian Literary Museum, Estonia 
Session Chair: Katrine F. Baunvig, Aarhus University, Denmark 
Session Chair: Mari Väina, Estonian Literary Museum, Estonia 
This session consists of 3 hands-on tutorials of 60 minutes. 

Aliise Moora 
Auditorium 

2:00pm - 6:00pm WS04: Decoding the Past, Digitizing the Future: Transkribus and 
(Digitized) Cultural Heritage II. Advanced Workshop 
Location: Oskar Kallas Auditorium 
Session Chair: C. Annemieke Romein, READ-COOP SCE, Austria 

Oskar Kallas 
Auditorium 

2:00pm - 6:00pm WS05: DH in Libraries, Archives and Museums DHNB working group 
meeting 
Location: Helmi Kurrik Auditorium 
Session Chair: Camilla Holm, OsloMet - Oslo Metropolitan University, Norway 
Session Chair: Olga Holownia, IIPC, United States of America 

Helmi Kurrik 
Auditorium 

Date: Tuesday, 04/Mar/2025 

9:00am - 1:00pm WS06: From Data Cleanup to Linked Open Data: Hands-on with 
OpenRefine and Wikidata 
Location: Oskar Kallas Auditorium 
Session Chair: Alicia Fagerving, Wikimedia Sverige, Sweden 
Session Chair: Ida Nordlander, Swedish Centre for Architecture and Design, Sweden 

Oskar Kallas 
Auditorium 

9:00am - 1:00pm 
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Ilmari Manninen 
Auditorium 

WS07: Workshop on Digital Humanities and Social Sciences/Cultural 
Heritage (DHSS/DHCH) in Higher Education 
Location: Ilmari Manninen Auditorium 
Session Chair: Koraljka Golub, Linnaeus University, Croatia 
Session Chair: Marianne Ping Huang, Aarhus Universitet, Denmark 
Session Chair: Isto Huvila, Uppsala University, Sweden 
Session Chair: Jonas Ingvarsson, Göteborgs universitet, Sweden 
Session Chair: Ahmad Kamal, Linnaeus University, Sweden 
Session Chair: Olle Sköld, Uppsala University, Sweden 

9:00am - 1:00pm WS08: Tradition Archives Meet Digital Humanities II 
Location: Aliise Moora Auditorium 
Session Chair: Sanita Reinsone, University of Latvia, Latvia 
Session Chair: Kati Kallio, Finnish Literature Society, Finland 
  
(Hybrid format) 

Aliise Moora 
Auditorium 

9:00am - 1:00pm WS09: Web Archive Collections as Data 
Location: RaKuKe 
Session Chair: Olga Holownia, IIPC, United States of America 
Session Chair: Gustavo Candela, University of alicante, Spain 
Session Chair: Helena Byrne, British Library, United Kingdom 
Session Chair: Jon Carlstedt Tønnessen, National Library of Norway, Norway 
Session Chair: Anders Klindt Myrvoll, Det Kgl. Bibliotek, Denmark 

RaKuKe 

9:00am - 6:00pm WS10: Create and Showcase Your Digital Critical Edition: A Step-by-Step 
Guide with Digital Philology for Dummies (DPhD) and Edition Visualization 
Technology (EVT) 
Location: Helmi Kurrik Auditorium 
Session Chair: Chantal Pivetta, Lund University (Sweden), Sweden 
Session Chair: Renato Caenaro, SilentWave SRLS, Italy 
Session Chair: Roberto Rosselli Del Turco, Università di Torino, Italy 

Helmi Kurrik 
Auditorium 

2:00pm - 6:00pm S01: Doctoral Consortium 
Location: RaKuKe RaKuKe 

2:00pm - 6:00pm WS11: How to create a Linked Open Data service and semantic portal for 
your own Cultural Heritage data 
Location: Oskar Kallas Auditorium 
Session Chair: Eero Hyvönen, Aalto University and University of Helsinki (HELDIG), Finland 
Session Chair: Jouni Tuominen, University of Helsinki, Finland 
Session Chair: Heikki Rantala, Aalto University, Finland 
Session Chair: Petri Leskinen, Aalto University, Finland 
Session Chair: Rafael Leal, Aalto University, Finland 
Session Chair: Annastiina Ahola, Aalto University, Finland 

Oskar Kallas 
Auditorium 

2:00pm - 6:00pm WS12: Exploring, transforming and visualizing digital editions and corpora 
with visual and AI augmented workflows 
Location: Aliise Moora Auditorium 
Session Chair: Sasha Rudan, LitTerra Foundation, Serbia 
Session Chair: Eugenia Kelbert Rudan, Instite of World Literature, Slovak Republic 

Aliise Moora 
Auditorium 

2:00pm - 6:00pm WS13: How to Structure and Organize a National Digital Humanities 
Research Infrastructure: Realizing the Digital Dreams of Tomorrow 
Location: Ilmari Manninen Auditorium 
Session Chair: Edward Joseph Gray, DARIAH-EU, France 
Session Chair: Sanita Reinsone, University of Latvia, Latvia 
Session Chair: Koraljka Golub, Linnaeus University, Croatia 
Session Chair: Eiríkur Smári Sigurðarson, University of Iceland, Iceland 
Session Chair: Olga Holownia, IIPC, United States of America 
Session Chair: Mari Väina, Estonian Literary Museum, Estonia 

Ilmari Manninen 
Auditorium 

2:00pm - 6:00pm WS14: Workshop on cultural heritage data mining 
Location: Maailmafilm 
Session Chair: Lars Kjær, The Royal Danish Library, Denmark 
Session Chair: Anders Klindt Myrvoll, Det Kgl. Bibliotek, Denmark Maailmafilm 

Date: Wednesday, 05/Mar/2025 

9:00am - 11:00am Registration. Welcome coffee 
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11:00am - 
12:30pm 

Plenary Session 1: Opening of the conference. Opening Keynote: Maciej 
Eder: Text Analysis Is Easy, Unless It Is Not: Reliability Issues in 
Measuring Textual Similarities 
Location: Jakob Hurt’s Hall 
Session Chair: Joshua Wilbur, University of Tartu, Estonia 

Jakob Hurt’s Hall 

12:30pm - 1:30pm Lunch 

  
1:30pm - 3:30pm Panel 1: Show me your data! Visualization and interpretation of data from 

Cultural Heritage 
Location: Ilmari Manninen Auditorium 
Session Chair: Chantal Pivetta, Lund University (Sweden), Sweden 

Ilmari Manninen 
Auditorium 

1:30pm - 3:30pm Session LP 01: Digital History 
Location: Jakob Hurt’s Hall 
Session Chair: Mats Fridlund, University of Gothenburg, Sweden, Sweden Jakob Hurt’s Hall 

1:30pm - 3:30pm Session LP 02: Past and Present in the Digital Age 
Location: Helmi Kurrik Auditorium 
Session Chair: Sanita Reinsone, University of Latvia, Latvia Helmi Kurrik 

Auditorium 

1:30pm - 3:30pm Session LP 03: Digital Art, Media & Data Reimagined 
Location: Aliise Moora Auditorium Aliise Moora 

Auditorium 

3:30pm - 4:00pm Coffee Break 

  
4:00pm - 5:40pm Session SP 01: AI, Archives and Digital Heritage 

Location: Jakob Hurt’s Hall 
Session Chair: Pille Runnel, Estonian National Museum, Estonia Jakob Hurt’s Hall 

4:00pm - 5:40pm Session SP 02: AI and Text Analysis 
Location: Helmi Kurrik Auditorium 
Session Chair: Eiríkur Smári Sigurðarson, University of Iceland, Iceland Helmi Kurrik 

Auditorium 

4:00pm - 5:40pm Session SP 03: From Knowledge Graphs to Literary Networks 
Location: Aliise Moora Auditorium 
Session Chair: Mats Fridlund, University of Gothenburg, Sweden, Sweden Aliise Moora 

Auditorium 

4:00pm - 5:40pm Session SP 04: AI, Education and Language 
Location: Ilmari Manninen Auditorium 
Session Chair: Liisi Laineste, Estonian Literary Museum, Estonia Ilmari Manninen 

Auditorium 

5:40pm - 5:45pm Buses to reception 

  
6:00pm - 7:00pm Tours at University of Tartu Museum 

Location: University of Tartu Museum University of Tartu 
Museum 

7:00pm - 9:00pm Welcome reception 
Location: University of Tartu Museum University of Tartu 

Museum 

Date: Thursday, 06/Mar/2025 

9:00am - 11:00am Session LP 04: Text Mining: Politics, Media and History 
Location: Jakob Hurt’s Hall 
Session Chair: Maciej Rapacz, AGH University of Kraków, Poland Jakob Hurt’s Hall 

9:00am - 11:00am Session LP 05: Digital Insights in Cultural Research 
Location: Helmi Kurrik Auditorium Helmi Kurrik 

Auditorium 

9:00am - 11:00am 



 

 6 

Aliise Moora 
Auditorium 

Session LP 06: AI, Visualisation and Language 
Location: Aliise Moora Auditorium 
Session Chair: C. Annemieke Romein, READ-COOP SCE, Austria 

11:00am - 
11:30am 

Coffee Break 

  
11:30am - 1:00pm Plenary Session 2: Andrea Kocsis: Can Digital Humanities Rewrite 

Concepts from Non-digital Heritage Studies? 
Location: Jakob Hurt’s Hall 
Session Chair: Andres Karjus, Tallinn University, Estonia 

Jakob Hurt’s Hall 

1:00pm - 2:00pm Lunch 

  
2:00pm - 4:00pm Session SP 05: Music, Film & Heritage Data 

Location: Aliise Moora Auditorium 
Session Chair: Haralds Matulis, Institute of Literature, Folklore and Art of the University of Latvia 
(ILFA), Latvia 

Aliise Moora 
Auditorium 

2:00pm - 4:00pm Session SP 06: Cultural Data: Preservation, Censorship & Interpretation 
Location: Helmi Kurrik Auditorium 
Session Chair: Mats Fridlund, University of Gothenburg, Sweden, Sweden Helmi Kurrik 

Auditorium 

2:00pm - 4:00pm Session SP 07: NLP, Language and Oral Tradition 
Location: Jakob Hurt’s Hall 
Session Chair: Kadri Vider, Estonian Literary Museum, Estonia Jakob Hurt’s Hall 

2:00pm - 4:00pm Session SP 08: OCR, Heritage & Data Accuracy 
Location: Ilmari Manninen Auditorium 
Session Chair: Matti La Mela, Uppsala University, Sweden Ilmari Manninen 

Auditorium 

4:00pm - 4:40pm Poster Session: Presentation 
Location: Jakob Hurt’s Hall 
Session Chair: Veronika Laippala, University of Turku, Finland Jakob Hurt’s Hall 

4:40pm - 5:30pm Poster Session 2: Posters and Demos 

  
5:30pm - 6:00pm Coffee Break 

  
6:00pm - 7:00pm DHNB: Annual General Meeting 

Location: Jakob Hurt’s Hall 
Session Chair: Eetu Mäkelä, University of Helsinki, Finland Jakob Hurt’s Hall 

6:00pm - 7:00pm Estonian National Museum tours 

  
7:30pm - 9:30pm Conference Dinner 

  

Date: Friday, 07/Mar/2025 

9:00am - 10:30am Panel 2: Towards Responsible DH: Practices of Critical and Caring DH 
Location: Aliise Moora Auditorium 
Session Chair: Mats Fridlund, University of Gothenburg, Sweden, Sweden Aliise Moora 

Auditorium 

9:00am - 10:30am Panel 3: Digital cultural heritage as a resource for social development 
Location: Helmi Kurrik Auditorium 
Session Chair: Pille Pruulmann-Vengerfeldt, Malmö University, Sweden Helmi Kurrik 

Auditorium 

10:30am - 
11:00am 

Coffee Break 
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11:00am - 
12:30pm 

Plenary Session 3: Meelis Kull: Humans and AI: Similarities, Differences, 
and Why it Matters 
Location: Jakob Hurt’s Hall 
Session Chair: Kadri Vider, Estonian Literary Museum, Estonia Jakob Hurt’s Hall 

12:30pm - 1:30pm Lunch 

  
1:30pm - 3:00pm Panel 4: AI in the GLAM sector - Opportunities and Challenges 

Location: Jakob Hurt’s Hall 
Session Chair: Dorna Behdadi, Umeå University, Sweden Jakob Hurt’s Hall 

1:30pm - 3:00pm Session LP/SP 09: Social Media, Data and Philosophical Inquiry 
Location: Helmi Kurrik Auditorium 
Session Chair: Mari Väina, Estonian Literary Museum, Estonia Helmi Kurrik 

Auditorium 

1:30pm - 3:00pm Session LP/SP 10: Religious Geography, Translation and LLM 
Location: Aliise Moora Auditorium 
Session Chair: Olha Petrovych, Estonian Literary Museum, Estonia Aliise Moora 

Auditorium 

3:00pm - 3:30pm Coffee Break 

  
3:30pm - 5:00pm Final Session: Reflections and Revelations 

Location: Jakob Hurt’s Hall 
Session Chair: Mari Väina, Estonian Literary Museum, Estonia Jakob Hurt’s Hall 
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KEYNOTE SESSIONS 
 

Maciej Eder (Institute of Polish Language of the Polish Academy of Sciences) 

Text Analysis Is Easy, Unless It Is Not: Reliability Issues in Measuring Textual 
Similarities 

Text analysis investigations aimed at determining the 
degree of textual similarities in a collection of 
documents, is often associated with authorship 
attribution, but it can be easily generalized to address 
more general research questions, e.g. stylistic 
differentiation between genres, traces of gender, 
chronology, intertextuality, as well as identifying other 
stylometric ‘signals’. Simple as it is – at least at the 
first glance – the methodology used to group 
documents according to their similarities is at the 
same time based on several tacit assumptions and 

approximations that the users are not always aware of. The talk will revolve around a 
few text analysis problems, including classification, clustering, and visualization, and 
will focus on their limitations. A few ideas on how to improve the analysis will also be 
discussed. 

Maciej Eder is the director of the Institute of Polish Language (Polish Academy of 
Sciences), chair of the Committee of Linguistics at the Polish Academy of Sciences, 
principal investigator of the project Computational Literary Studies Infrastructure, co-
founder of the Computational Stylistics Group, and the main developer of the R 
package ‘Stylo’ for performing stylometric analyses. He is interested in European 
literature of the Renaissance and the Baroque, classical heritage in early modern 
literature, and quantitative approaches to style variation. These include measuring 
style using statistical methods, authorship attribution based on quantitative 
measures, as well as “distant reading” methods to analyze dozens (or hundreds) of 
literary works at a time. 
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Andrea Kocsis (University of Edinburgh) 

Can digital humanities rewrite concepts from non-digital heritage studies?  

With the help of a combination of distant and 
close reading, my paper aimed to re-evaluate 
why some heritage sites do not evoke hot 
cognition in visitors. Hot cognition is a form of 
affect, a direct emotional way in which we can 
interpret heritage experiences before or without 
thinking them over. Applying the term to 
heritage studies, David Uzzell claimed that the 
likelihood of the hot interpretation of a dissonant 
heritage site depends on the time passed 
between the original traumatic event and the 
visit. However, I argue that the exhibition’s 
curation, the story-telling, and levels of 
immersion play a more critical role in the hot interpretation than the time that has 
passed since the atrocity. To prove so, I wanted to revise Uzzel’s classic theory with 
new methodologies offered by digital humanities. To test my hypothesis, I have 
analysed 6000 TripAdvisor reviews about sites commemorating temporally distant 
tragedies, such as the Clifford’s Tower in York, the  Mary Rose Museum in 
Portsmouth, and the Medieval Massacre exhibition at the Swedish History Museum. 
While the close reading of the extant data proved fruitful and supported my 
hypothesis, methodologically, the research ran into a contradiction that the talk 
wishes to explore. I aimed to test popular computational methods in heritage affect 
research (sentiment analysis, lexicon-based emotion detection, topic modelling) and 
compare them to close reading. However, the quantitative and qualitative methods 
came to different conclusions. The paper investigates the reasons behind this result 
and points out the limitations of crowdsourced lexicon labels, lexicon-based methods 
deploying a categorical model of emotions, off-the-shelf codes, and the lack of 
control studies and methodological triangulation. 

Andrea Kocsis is Chancellor's Fellow in Humanities Informatics at the University of 
Edinburgh. Besides being an avid writer, she has a profound interest in digital 
storytelling, especially in web development, facilitating the interaction between 
GLAM institutions and their users. She is a web developer for several research 
projects aiming at gamified and interactive dissemination. Her works include the 
digital outputs of the Unforgotten Lives exhibition at the London Metropolitan 
Archives. In her role as the National Librarian’s Research Fellow in Digital 
Scholarship 2024-25 at the National Library of Scotland, she continues contributing 
to making the UK Web Archive’s collections more accessible to wider audiences. 
Andrea was an Assistant Professor in History and Data Science at Northeastern 
University London and a Lecturer in Digital Humanities at Anglia Ruskin University 
before joining the University of Edinburgh.  
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Meelis Kull (University of Tartu) 

Humans and AI: similarities, differences, and why it matters 

Today’s AI systems often appear strikingly human-
like, operating with human signs, symbols, and texts, 
sometimes even making human-like errors. Yet do 
these systems truly understand meaning, or are we 
simply witnessing a sophisticated pattern-matching 
process that only seems meaningful? How might 
examining the similarities and differences between 
human and AI cognition help guide our choices in 
using these systems, and how much transparency or 
explainability can we realistically expect? As human 
identity and scholarly practices continue to evolve 
alongside increasingly ‘thinking’ technologies, how 
should we understand the changing role of human 
judgment and insight in our inquiries? The talk will 
explore these questions and their broader 
implications, encouraging critical reflection on how we 

shape our use of AI technologies. 

Meelis Kull is a Professor of Artificial Intelligence at the University of Tartu. He is the 
head of the Estonian Centre of Excellence in AI. His main research topics are 
machine learning, artificial intelligence, and data science, with a focus on uncertainty 
quantification and trustworthiness. 
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ABSTRACTS 
in alphabetical order 

 
 
 
Anne Agersnap, Katrine F. Baunvig, Line W. Schmidt, Rie S. Eriksen, Emil W. Bønding, Thomas H. Kierkegaard, Lea 
W. Borcak 
Aarhus University, Denmark 

The Human Touch: Leveraging HITL for Quantitative Close Reading of Historical Corpora 
 
Wednesday, 05/Mar/2025 3:00pm - 3:30pm 
ID: 133 / Session LP 01: 4 
Long paper (abstract) | 20-minute presentation with a 10-minute Q&A 
Keywords: Quantivative Close Reading (QCR); Human-in-the-Loop (HITL); OCR; Danish Cultural History; AI-driven data 
analysis 
 
1. Introduction 
This paper introduces Quantitative Close Reading (QCR), a methodological approach that emphasizes Human-in-the-Loop 
(HITL) processes and manual annotation to create structured and reliable historical data from large-scale digitized corpora; it 
draws on established annotation procedures and adapt and apply them to the domain of digital history. QCR is particularly 
motivated by the poor condition of many digitized materials, particularly historical newspapers, which are frequently compromised 
by low-quality Optical Character Recognition (OCR) outputs. By incorporating human expertise into the annotation process, QCR 
corrects and refines these outputs, ensuring that the resulting dataset is accurate, nuanced, and suitable for further analysis. 
This method thus bridges traditional close reading practices with computational approaches, producing high-quality, structured 
corpora that can be leveraged for advanced AI-driven studies. Through this synthesis of manual and automated techniques, 
QCR enables researchers to explore historical materials with both precision and scale, offering new insights into cultural and 
historical shifts. 
2. HITL in Data Science: A Methodological Trend  
HITL has emerged as a key trend in data science, focusing on integrating human expertise with automated systems to improve 
the accuracy and relevance of data processing and analysis (cf., Amershi et al. 2014). HITL methods involve human intervention 
at critical stages of the machine learning or data processing workflow, such as during data annotation, model training, and error 
correction. This approach addresses the limitations of fully automated systems, particularly when dealing with complex, nuanced 
data where context and human judgment are required. 
In contrast to purely automated systems, HITL systems allow for iterative feedback loops, where humans validate and refine the 
output of machine learning models, ensuring higher accuracy and context-awareness. HITL is especially valuable for tasks 
involving noisy or poorly structured data, such as historical newspaper corpora, where automated tools such as OCR often fail 
to produce accurate results due to the quality of the original source material. One notable advantage of HITL is its ability to bridge 
the gap between raw data and actionable insights. Studies have shown that this hybrid approach leads to more reliable outcomes, 
particularly in domains such as natural language processing (NLP) and image recognition, where human intuition plays a crucial 
role in refining the results produced by machine algorithms (Deng et al., 2014). By involving human annotators in the manual 
correction and validation of OCR outputs, HITL ensures that the resulting dataset is both structured and reliable, ready for further 
AI-based analysis. This iterative process of human input at various stages enhances the ecological validity of the data and 
mitigates biases introduced by automated systems. 
3. Methodology: Quantitative Close Reading and Annotation 
The QCR approach involves a rigorous HITL process in which human annotators play a key role in the manual review and 
correction of digitized textual data. 
Annotation Procedure: The QCR process begins with identifying key terms and themes that are central to the research question. 
In the case studies presented in the following, the terms “fællessang,” “Dana,” and “Lourdes” are chosen for analysis. The 
responsible annotator develops an annotation manual of thematic contexts to look for in the texts containing the chosen terms. 
The manual may consist of themes generated top-down as well as bottom-up, depending on the research question. Top-down 
themes may be generated from relevant theory or consist of social communities, institutions or authorities, indicative of the terms’ 
embeddedness in society. Bottom-up themes are generated based on an initial reading of small samples from relevant periods, 
where the analyst infers themes that tend to occur “naturally” in the corpus, thus enhancing the ecological validity of the generated 
data. 
Annotators search out texts containing the chosen key term, read through the texts manually and enrich the texts with metadata 
annotations and contextual annotations from the manual in a separate spreadsheet, thus providing quantitative data. 
Validation Procedures: To ensure the accuracy of the dataset, state-of-the-art validation procedures are employed. Annotators 
work independently on sections of the corpus, and their annotations are validated through inter-annotator agreement metrics. 
This ensures that discrepancies are minimized, and any inconsistencies are reviewed and resolved by experts. Machine learning 
tools may be used to flag potential inconsistencies, further refining the annotations. 
Dataset for AI Applications: The validated dataset produced by QCR is structured and reliable, making it suitable for 
computational analysis. Once refined, this dataset can be used to train AI models for further exploration, bridging the gap between 
manual close reading and large-scale computational analysis. This makes QCR a valuable tool for transforming compromised 
datasets into reliable, structured data ready for AI-driven studies. 
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While the QCR-approach has been applied to newspaper data in the case studies below, the method is not restricted to this data 
type. Whether in the form of literary texts, letters, speeches etc., digital data in a poor condition may be processed with QCR, 
but the annotation manual must be developed to target a specific research question and a specific dataset. 
QCR requires time and personnel, making QCR a costly approach. A human annotator cannot process the same amount of data 
as algorithms. QCR-datasets thus tend to be considerably smaller than data for studies applying automated analyses. However, 
alternative solutions to solving the problem of poor data quality – such as optimizing the original OCR – are time and cost 
consuming as well. With QCR, preprocessing and analysis are simultaneous steps, delivering a high-quality data set. 
4. Case Study: Fællessang (Communal Singing) in Danish Newspapers 
The analysis of fællessang (communal singing) in Danish newspapers offers a good example of how QCR can reveal semantic 
shifts and stabilisations across vast corpora. Fællessang is a well-known participatory singing performance in Denmark. Since 
the 2010’s, fællessang has gained a popular upsurge, which culminated during the COVID-19 pandemic due to media transmitted 
sing-alongs (Baunvig & Borcak 2023). During this upsurge, the concept seems to have undergone a singularization process 
(Reckwitz 2019), where predicates underpin the concept as exceptional: Singing is healthy, fun and creates social bonding 
(Borcak 2025). Through a QCR analysis of 4541 newspaper articles from 1850 to 2001, we find that fællessang historically has 
been categorized as a quite neutral and peripheral practice in stark contrast to nowadays underpinnings of its exceptional 
features (Agersnap 2025). Based on these observations, we argue that culturally potent concepts such as fællessang survive 
due to their ability of remaining constantly present in the periphery, rather in the center of attention. 
5. Case Study: Dana in Danish Newspapers (1800–1870) 
The representation of the demi-goddess Dana in Danish newspapers highlights the role of mythological figures in national identity 
formation. Using QCR, we track how Dana was employed in public discourse as a symbol of Denmark’s mythic past. From 1800 
to 1870, Danish newspapers invoked Dana as a symbol of Romantic nationalism, linking modern Denmark to its mythological 
roots. The frequent mention of Dana in public media served to legitimize Denmark’s cultural heritage and assert national 
distinctiveness (Baunvig, 2021, p. 102). Through QCR, we uncover the dual role of Dana: while she connected Denmark to its 
mythic past, her image was also used to foster national unity during Denmark’s Romantic reawakening (Baunvig, 2021, p. 105). 
6. Case Study: Lourdes in Danish Newspapers (1858–1914) 
The study of Lourdes representations in Danish newspapers illustrates how a foreign religious phenomenon was framed in public 
discourse over time. Using QCR to analyze 1,723 occurrences of the term ‘Lourdes’, we reveal key trends in Danish attitudes 
toward this Catholic shrine between 1858 and 1914. 
Early mentions of Lourdes often adopted a skeptical tone, critiquing its commercial aspects and questioning the authenticity of 
its miracles. This reflects broader Protestant skepticism of Catholicism during the time (Baunvig, 2023, p. 59). However, by the 
1890s, Danish newspapers began to express a fascination with the miraculous, driven by popular French works like Zola’s 
Lourdes (1894) (Baunvig, 2023, p. 61-62). This case study demonstrates how QCR can track cultural shifts over time, highlighting 
evolving perceptions of faith, modernity, and commercialization in Danish public discourse. 
7. QCR and Distant Reading: A Comparative Perspective 
QCR shares with Franco Moretti’s influential Distant Reading approach (Moretti 2013) a mutual interest in developing a method 
to uncover patterns across vast corpora that would be difficult to discern through traditional close reading. Though Moretti’s initial 
conceptualization of Distant Reading is framed as a manual reading-through a corpus with a given focus, the emphasis in the 
common usage of the term is now on distant, abstract patterns, minimizing the need for close textual interpretation. QCR, in 
contrast, uses Human-in-the-Loop (HITL) procedures, where human annotators play a critical role in ensuring the accuracy and 
contextual relevance of the data, particularly in cases where poor OCR results compromise the dataset. This human intervention 
makes QCR a hybrid method that bridges large-scale analysis and traditional close reading, ensuring both accuracy and 
contextual depth in the analysis: QCR distinguishes itself from qualitative text analysis by generating quantitative data as the 
output of the manual reading procedure, instead of thick descriptions of individual texts. QCR distinguishes itself from automated 
distant reading by incorporating manual annotation and validation to preserve the granularity of data. 
8. QCR and Conceptual History: A Comparative Perspective 
QCR shares traits with yet another methodology - with Reinhart Koselleck’s Conceptual History. The goal of Conceptual History 
is tracing historical shifts in meaning and focuses on key socio-political concepts, using a highly interpretive, hermeneutic 
approach to understand the evolution of these ideas within their historical context. It relies on close reading of canonical texts 
(e.g., encyclopedias) and emphasizes the philosophical depth behind these concepts. QCR, by contrast, applies a hybrid 
methodology that combines computational tools with human annotation to analyze large-scale digitized corpora. While both 
approaches study semantic changes, QCR quantifies shifts across broader textual landscapes, such as newspapers or popular 
media, focusing on more specific terms and phrases. In essence, while both QCR and Conceptual History aim to explore 
semantic shifts over time, QCR is more computationally driven and broader in its scope, whereas Koselleck’s approach remains 
philosophical and contextually grounded. 
9. Conclusion 
QCR represents an advancement in digital humanities by offering a hybrid approach that bridges traditional close reading with 
computational methods. By leveraging HITL processes, QCR ensures that large-scale digitized corpora—often compromised by 
poor Optical Character Recognition (OCR)—are transformed into structured, reliable datasets ready for further analysis. This 
method not only addresses the challenges posed by noisy and inconsistent data but also preserves the contextual depth that 
automated systems might overlook. The case studies – of ‘Fællessang’, ‘Dana’, and ‘Lourdes’ – demonstrate how QCR can 
uncover cultural and semantic shifts in historical contexts, transforming compromised sources into valuable, interpretable 
datasets. Unlike Distant Reading, which emphasizes distant, abstract analysis, QCR incorporates human expertise at critical 
stages, allowing for both large-scale and nuanced analysis; Unlike Conceptual History, which focuses on deep, interpretive 
analysis of key socio-political concepts, QCR combines human expertise with computational tools to provide both large-scale 
pattern recognition and detailed, context-aware interpretation across broader textual datasets. QCR points to the fact that 
methods must align with data quality. QCR is a favorable approach, when the data texture is not immediately fit for 
computationally driven analyses. Through the synergy of manual annotation and AI-ready datasets, QCR offers researchers a 
comprehensive approach to exploring historical texts with precision and scale, ensuring both the integrity of the data and the 
richness of interpretative insights. 
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In this paper we present an automatic scansion model for English poetry based on neural networks. This method is based on 
widely employed sequence-to-sequence models (BiLSTM and CRF), which have been proven optimal for the task. After the 
model is presented, we perform an experiment where the rhythm of two well known authors is checked, namely John Milton and 
Henry Wadsworth Longfellow. The model is made available for the research community. 
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This presentation showcases past and future practical initiatives in the Finnish Postal Museum, Tampere, where both digitised 
and born-digital collections are employed in co-operative projects with local communities. We aim to demonstrate how even 
smaller GLAM organisations can successfully employ innovative digital approaches to foster deeper, more inclusive and more 
creative connections to heritage. 
In early 2020’s, the Finnish Postal Museum and Tampere Historical Museums started collaborating towards a joint application 
for the national status of responsibility for communication, games, post and digital life. In preparation, we launched big and small 
initiatives to experiment with methodologies and ways of engaging communities with digital heritage. In the 2021-2022 Erasmus+ 
project DREAM (Digital Reality and Educational Activities in Museums), we developed with European colleagues an experimental 
methodology for combining pedagogical tools with digital artefacts presented via AR. In the 2022 project Esirippu auki! (“Raise 
the curtain!”) digitised artefacts were provided to communities as material for artistic expression. As a result, local groups 
representing intellectually disabled, senior citizens, and music students created three unique performances - all drawing 
inspiration from the museum’s collections. Smaller projects have included outreach work on Discord servers, where we engage 
teenagers and young adults to document the diversities of their daily communications.  
Each project produced both expected and unexpected results, and respective successes and failures. Reflecting back critically 
as museum professionals, we share our learning experiences: how can digital heritage be used to build up relations with different 
audiences and make museums - beyond just their collections - more approachable to everyone? How can we build trust with 
communities and encourage them to become active partners in valuing and preserving their own cultural heritage?  
These questions have become all the more pressing for our institution, when in 2024 we were finally granted the status of 
responsibility for digital life by the Ministry of Education and Culture. Increasingly large parts of our society - from work to arts, 
from social life to entertainment - exist or leave traces solely in digital form. Due to the legal and technical challenges and 
ephemeral nature that characterise born-digital artefacts, collecting and documenting this heritage becomes an impossible task 
for GLAM institutions without the active co-operation of communities and creators. We share our plans for future projects, where 
we apply our learned lessons in order to foster meaningful collaboration and build up pride for our common born-digital heritage 
also. 
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Digital Humanities on the Semantic Web for visual, literary, and performing arts: Demonstrating 
ArtSampo, BookSampo, and OperaSampo Linked Open Data services and semantic portals 
 
ID: 193 / Poster Session 2: 3 
Poster and demo (abstract) with accompanying a 1-minute lightning talk 
Keywords: linked data, semantic web, portals, cultural heritage 
 
The arts can be divided into several different categories, including traditionally visual arts, literary arts and performing arts 
(Britannica 2024). This demonstration paper presents three Linked Open Data services and semantic portals for searching, 
exploring, and analyzing data related to these fields, and shows how they can be used to aid Digital Humanities research. 
ArtSampo1 (Ahola, Rantala, and Hyvönen 2025) is a semantic portal dealing with Finnish fine arts based on openly available art 
collection metadata including 80 677 art objects and 8875 people related to them (e.g., artists) from the collections of the Finnish 
National Gallery2. The data is enriched by linking to external datasets and with additional keywords and descriptions generated 
using multimodal generative artificial intelligence and large language models to enhance the user’s experience as well as recall 
for keyword-based searches (Ahola, Peura, et al. 2024) and creation of recommendation links. 
BookSampo3 with its 1.6 million annual users is the most used Sampo system. It deals with Finnish literature, both works originally 
written in one of the national languages of Finnish and Swedish as well as translated works published in Finland. However, its 
original user interface does not support making literary data-analyses. As a remedy, a new alternative user interface Booksampo 
2.04 was created (Hyvönen, Ahola, and Ikkala 2022; Ahola and Hyvönen 2023). This interface allows studying, e.g., not only the 
works themselves on an abstract level, but also the evolution of Finnish literature on the publication level (Ahola, Peura, and 
Hyvönen 2025). 
OperaSampo5 (Ahola, Hyvönen, et al. 2024) is a portal dealing with historical opera and music theatre performances in Finland 
in 1830–1960 with evening-specific performance data obtained from archival sources. Instead of the more traditional focus on 
the compositions and composers, OperaSampo follows the gradual paradigm shift in musicology that has an increased focus on 
also the performers and people involved with the performances (Cook 2001). This focus allows the user to, for example, easily 
study the history of a performer’s roles on a timeline instead of the performers just being a string value in a list of names. 
The portals above are part of the Sampo series of systems6 (Hyvönen 2022) dealing with Cultural Heritage (CH) data, and are 
built using the Sampo-UI framework (Ikkala et al. 2022; Rantala et al. 2023). Sampo-UI allows the easy creation of new Sampo 
portals on top of new or existing RDF data available in SPARQL endpoints by editing JSON configurations and SPARQL query 
files in a declarative fashion (Rantala et al. 2023). Sampo portals enable the users to search and filter the underlying data by 
using the faceted search capabilities as well as perform data analysis directly in the interface with the integrated data-analytic 
tools without the need for programming skills. Additionally, public datasets are available on the Linked Data Finland platform7 for 
more advanced querying and reuse. 
1 ArtSampo project homepage: https://seco.cs.aalto.fi/projects/taidesampo/ 
2 https://www.kansallisgalleria.fi/en 
3 BookSampo – Finnish Literature on the Semantic Web, legacy system: https://www.kirjasampo.fi/ 
4 BookSampo 2.0 is available at: https://analyysi.booksampo.fi 
5 OperaSampo is available at: https://oopperasampo.fi/en/ 
6 https://seco.cs.aalto.fi/applications/sampo/ 
7 https://www.ldf.fi/ 
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Innovations and New Interactions through Digital Cultural Heritage in GLAM Sector 
 
ID: 283  
Half-day conference-themed workshop 
Keywords: digital cultural heritage, innovations, co-creation, audience engagement, new forms of interaction 
 
The workshop focuses on the application of digital cultural heritage, which has significant potential to contribute to the sustainable 
renewal of society. Reinterpreting cultural heritage needs to be addressed from social, digital, and green transition perspectives 
(Caro-Gonzalez, 2023). The UNESCO and FARO conventions prioritize human-centered heritage management and equal 
access to heritage, indicating that the value of heritage can be measured by what it adds to people’s lives. Digitization of heritage 
is seen as an important tool for overcoming the dilemma between preservation and usage (Parry 2010, Cameron 2021), but 
today the focus is often on creating digital repositories and less on how different societal groups could use digital heritage for 
societal development. 
Although museums are recognized as an important sector contributing significantly to economic growth, fostering innovation, 
and spreading knowledge, their potential societal benefit has not been fully understood or thoroughly researched (Falk 2021, 
2022, Social... 2011, Carmen 2010, Packer 2010). Research has shown that cultural heritage plays a crucial role in supporting 
people's ability to respond to societal changes and contribute both personal and social well-being (Crossick 2016, Carnwath 
2014, Falk 2022, Brown and Novak 2013; Brown and Ratzkin 2011; Walmsley and Franks 2011), as well as the local institutional 
ecosystem (Hudson 2015, Caro-Gonzales 2020). Here, co-creation of experiences between stakeholders (Minkiewitz 2014) has 
potential (Jaakkola 2015, Chaney 2012). Digital cultural heritage is an important resource for museums that should be used 
much more today in data-driven decisions (Pruulmann-Vengerfeldt, 2022), co-creation initiatives, citizen science, and the 
education sector more broadly. 
We invite proposals for presentations that facilitate discussions on the applications of digital technology within the GLAM sector, 
seeking to showcase and analyse innovative approaches to preserving, communicating, and interpreting cultural heritage. We 
are especially interested in cases that leverage digital cultural heritage for co-creation activities, audience participation, and other 
user engagement initiatives, which would support utilizing the potential of digital cultural heritage across cultural, educational, 
economic, and other fields. 
We welcome contributions that highlight developments enabled by digital technologies that enhance accessibility and 
engagement to heritage institutions, creating opportunities for new audiences and new partnerships. 
By introducing practical use cases, as well as presenting critical studies about the challenges and opportunities brought by the 
digital turn in the heritage sector, we aim to bring together practitioners and scholars. Our goal is to foster discussions and 
enhance understanding of the profound and transformative impact that digital innovation can have on cultural heritage. Proposals 
should aim to contribute to a better understanding of how technology can not only preserve and interpret cultural heritage but 
also serve as a bridge to new forms of interaction and collaboration. 
Information about the target audience 

• Researchers and practitioners in the GLAM sector who are exploring or implementing digitalized collections, 
tools, and strategies to enhance their work. This includes those integrating new digital innovations into long-
term institutional strategies and focusing on co-creation, accessibility, and user engagement within cultural 
institutions. 

• Researchers who have been using digital humanities methods in heritage research and analysis 
• Developers, designers, and technology providers working on digital solutions for cultural heritage applications. 

Expected Outcomes 

• The workshop aims to discuss new ways to interpret and utilize digital cultural heritage. 
• Explore topics such as accessibility, sustainability, and audience diversity in digital cultural heritage projects. 
• Provide participants with an opportunity to share innovative ideas on how to integrate digital technologies into 

GLAM institutions, focusing on user engagement, relevance, and collaboration. 
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A Finno-Ugric Data Sharing Space 
 
ID: 252 / Poster Session 2: 24 
Poster and demo (full-text) with accompanying a 1-minute lightning talk 
Keywords: Wikibase, Dataspace, Trustworthy AI, Open knowledge 
A concept and a demo of a Finno-Ugric Data Sharing Space as a knowledge base and a trustworthy AI application, and a 
replication of our Slovak Comprehensive Music Database created with a data sharing space in 2020-2024 . Our application 
follows the novel AI and data regulatory requirements and recommendations, particularly human-in-control and human-in-the-
loop procedures, with a particular emphasis on community stewardship and control. 
We present a small scale dataspace as an interoperable, interdisciplinary, and area-relevant explicit knowledge base and 
trustworthy AI that poster viewers can try out. To show the versatility of our cross-domain conceptualisation, we will connect 
songs about “Dreams” with potential locations, performances, choreographies and festive dress from various ethnic groups of 
the Baltics area. 
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Finno-Ugric Data Sharing Space: Federating Open Knowledge About Contemporary and Historic Cultural 
Practices in the Wikibase System  
 
ID: 256 / Session LP 05: 4 
Thursday, 06/Mar/2025 10:30am - 11:00am 
 
Long paper (abstract) | 20-minute presentation with a 10-minute Q&A 
Keywords: Dataspace, Wikibase, Open knowledge, Open data, Finno-Ugric 
In our paper we would like to present a demonstration of a trustworty artificial intelligence application filled with actual datasets 
about contemporary and historic Finno-Ugric cultural practices centered around music. Our paper intersects with the topics of 
Integrating traditional humanities and computation and Artificial Intelligence, but perhaps best answers the Coming down the 
‘Ivory Tower’. We want to demonstrate is possible to federate a well-designed, and existing data (sharing) space utilising the 
connection of the Wikibase open-source knowledge management and the R open-source language with novel disciplinary, 
institutional, geographical, or culturally and linguistically broader data (and knowledge.) 
We would like to answer the following questions: 

• How is it possible to extend GLAM data interoperability programs to the private sector, particularly in areas like 
music, audiovisual or fashion, where the private sector holds more data and digital assets than GLAM 
institutions? 

• What measures can be taken to avoid the data biases described in intersectional data feminist critique that 
lead to an underrepresentation of women and ethnic minorities in databases? 

• To what extent can we connect strictly curated GLAM knowledge with authority control with subcultural and 
ethnic minority knowledge that is often tacit or described at best with folksonomies? 

• To avoid the bad experience with the Liv and Mari Wikipedia incubators, is it possible to improve the community 
stewardship, data curation and community control practices of open knowledge management? 

• Generally, how can a trustworthy AI application, i.e., an intelligent knowledge base, comply best with the recent 
Data Governance Act and the AI Act of the European Union? What lessons are learned about data protection 
when joining public and private-sector data? 

1.1. Methodology 
Utilising our experience and own open-source, peer-reviewed scientific software code, we will create datasets that can be turned 
into knowledge (semantically valid knowledge statements with an actual/false value). We add these datasets to a semantic 
knowledge base with our own developed extensions of the Wikibase open knowledge management system. This way we create 
an open graph database that offers an interoperable schema with a potential to connect various organisations’ or research 
institutions’databases.) We will showcase our dataspace developed in Slovakia with federated new datasets on contemporary 
Finno-Ugric popular music, historical folk music of the Baltic area, dress and dance history of the Baltic Area, authority control 
data on named entities and terms, and generally useful metadata and compare them with our far more comprehensive results 
in Slovakia. 
We want to create tools for an improved application of the European Interoperability Framework that not only connects public 
GLAM and open science data resources but also privately-held data. This approach requires significant contributions in data 
governance (the legal and organisational aspects of interoperability) and some improvements in the semantic and technology 
layers. 
The Wikibase Data Model and the Wikibase open knowledge management system have been successfully used in many digital 
humanities interest projects to build an interdisciplinary consensus on conceptualising the heritage of interest. From a data 
science point of view, our main effort is connecting the Wikibase open knowledge management system with the R statistical 
environment and creating new extensions of both systems (Daniel Antal 2022, 2024); in our paper, we would like to recall the 
functional requirement setting with software- and ontology design patterns and the released (and peer-reviewed code.) 
Our overarching methodology for connecting computer and data sciences with digital humanities and copyright law is appropriate 
conceptualisation and ontologies encoded into a collaborative semantic system that is usable by both digital humanities 
researchers and private data owners. 
1.2. Public-private interoperability 
With the European Commission’s support in the Open Music Europe project (Open Music Europe 2023), we have been 
implementing a data-sharing space in Slovakia for GLAM organisations and private parties [Commission et al. (2020); (Daniel 
Antal 2020). The European Union’s objective is to improve the interoperability of open science and statistics towards the business 
sector, particularly important with humanities research materials of music, film and fashion. In these areas, copyrights or 
neighbouring rights often apply, which creates legal and organisational barriers to digital humanities research. Private parties 
manage the global copyright and neighbouring rights identification and registration system, the intellectual rights of such 
humanities-interest material private property, and its authority file systems. Private parties also own a magnitude larger amount 
of digital and data assets in music, film, and fashion. 
Bringing down legal and organisational barriers is an important first step, but if we cannot go further on this road with a semantic 
and technological alignment, then data will still not be interoperable. Our aim is not to optimise the performance of our ontologies 
and knowledge basis regarding inferential capacity, or to compete with large, basic-research type ontology design work like that 
of Polifonia (Berardinis et al. 2023), but to design software and ontology patterns (Blomqvist, Hammar, and Presutti 2016) in R 
and RDF (data/metadata languages) that can break through the barriers in a cost-effective way without perfection. We will show 
this approach with connecting knowledge about music, estive dresses, dance choreography, and lyrics. 
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In the 2020s, statistician increasing abandon questionnaire-based surveying (which is costly and often inaccurate), and tap into 
the data systems of electricity companies, digital platforms, and other private administrative data sources to find more accurate 
and up-to-date information (ESS 2022). We would like to show that these novel approaches to data collection and consolidation 
have a high reuse potential in digital humanities. Statisticians and socio-economic researchers want to avoid systematic biases 
when they collect data; for example, they cannot utilise a system that provides less accurate data on women musicians than 
men. While in humanities research, the aim of curating novel collections for analysis does not aim at statistical 
representativeness, the statistical methodology of designing collections that avoid biases appears to be particularly useful for 
researching areas that had been overlooked by an intersection of past discrimination, for example, because historically, less 
data has been collected about women, members of small ethnic groups, and especially stateless minorities. (D’Ignazio and Klein 
2020) 
1.3. Authority control 
The incomplete, “as-needed” way of conceptualisation, in line with the spirit of dataspaces, provides us encouraging results in 
breaking down not only institutional data silos but disciplinary ones. While we developed our system with a music focus, we 
successfully applied it to textile research (Pigozne and Antal 2024). We want to demonstrate our ability to cross-domain 
conceptualise, and we will connect songs around the rather fuzzy concept of Dreams with potential locations, performances, 
choreographies, and festive dresses from various Baltic nations. 
In digital humanities, authority control for named entities (people and things described in thesauri) is a key requirement for joining 
data collections across GLAM institutions. The same can be said when we extend access to private data sources; however, 
authority control becomes far more complicated. In our paper, we want to publish the first case in which we have legally and 
operationally connected a national copyright registry (Slovak Performing and Mechanical Rights Society) parallel to the authority 
control of a national library. 
When we approach smaller countries or mainly stateless ethnic minorities, authority control often cannot rely on explicit (already 
interoperable and semantically coded) authoritative information. We must be able to conceptualise and describe the tacit 
knowledge of communities appropriately, something we will show with a recent collection of Finno-Ugric minority popular music. 
The independently produced music of Baltic subcultures, not to mention that Finno-Ugric popular music often recorded in the 
Russian Federation is missing from copyright registers. Their authors are not present in library systems, and their music is 
described on a folksonomy level at best. We want to tool and empower curators of less formally described knowledge about 
Finno-Ugric cultural practices to have a toolkit and support to connect knowledge about these communities, subcultural groups, 
and their music, dance, fashion or other cultural practices to a genuinely interoperable knowledge base. We would also like to 
show how the results of a groundbreaking (explicit knowledge creation) work, the results of the Documenting and Mapping 
Livonian Place Names and Creating an Official Place Name Register (2020–2022) project (Ernštreits 2020) can be utilised in 
this regard. 
Wikibase has often been used for authority control (Bianchini, Bargioni, and Pellizzari di San Girolamo 2021; Fagerving 2023) 
with excellent results. However, we are also informed about the highly problematic incubated Liv and Mari Wikipedias, which 
researchers and minority communities generally see as bad examples of language corpus pollution. In our paper, we want to 
show how improved data governance in the co-curation of collaborative open graph databases can connect already 
authoritatively described data and metadata to the scattered knowledge of communities or novel research that had not previously 
relied on artificial intelligence or semantic technologies. 
1.4. Inclusive Data Governance and Trustworthy AI 
A dataspace is an emerging approach to data management which recognises that in large-scale integration scenarios involving 
many partners, it would be prohibitively expensive and time-consuming to obtain an upfront unifying schema across all sources 
or to come to a legal agreement on the terms of using or exchanging the data. It is an intelligent application that allows a near-
instantaneous exchange, processing, sharing and provision of data on an “as-needed” or “as-permitted” basis while retaining 
complete control of each data holder over the conditions (e.g., who, when, and under what condition) of access to their data 
(Curry 2020; EBU and Gaia-X 2022; Nagel and Lycklama 2021). 
Exchanging data on an “as-needed” basis requires trust among organisations that have never exchanged data before. In 
Slovakia, we kept involving all key stakeholders. Eventually, we created a high-level Memorandum of Understanding with key 
stakeholders (Ministerstvo kultúry SR and Open Music Europe 2023), which was later extended with further written protocols 
among the authority control bodies of the national library and the copyright registration agency on one hand and with a pioneering 
engagement of the Wikipedian community via a special Wikipedian in Residence program (Dániel Antal, Grochal, and 
Varvantakis 2024). With much smaller datasets and less at stake, we would like to bring this approach a step closer to small 
subcultural or ethnic minority communities in the Baltic region by means of data federation and opening up or ealier 
geographically Central Europe-centered system. 
Trust can only be maintained with a robust, often codified, well-understood governance model that applies strict normative 
guidelines on how data sharing can be organised and executed. An important inspiration to our work is the creation of the 
Luxembourg Shared Authority File with Wikibase. While remaining in the realms of the public GLAM sector, the project already 
faced challenges with applying the European General Data Protection Rules (GDPR) in GLAM (Pfeiffer and Gayo 2021). In our 
work, we had to bring data governance to a next level, because private legal entities must apply GDPR in a more restrictive 
manner. 
In late 2024, the decade-long foundational work about autonomous systems’ ethical and human-rights aspects (European Union 
Agency for Fundamental Rights 2020; Commission, Directorate-General for Communications Networks, and Technology 2019) 
is kicking in as binding regulation in the form of the Data Governance and AI Act of the EU. 
The top priority in building a trustworthy AI system is to provide human control or at least keep humans in the loop. In this regard, 
we would like to apply novel language technology extensions of the Wikibase system, which allow the reverse translation of 
semantic statements (machine-coded knowledge) to natural human language, including, to some extent, minority languages. 
We will do this with adding to the Wikibase system that coordinates or data sharing space a linguistically well-configured Lexeme 
extension that provides improved modelling for lexical entities such as words and phrases, and to improve re-use and mappings 
to other vocabularies. We would like to create a toolset that allows the revision of the knowledge encoded in our shared open 
graph database in many human languages and in terms that it is understandable and transparent to formal data owners or 
community data stewards of contemporary popular music or ethnic minority heritage; then negotiate data exchange rules that 
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will eventually lead to a consensual governance of the shared, open, linked database on Finno-Ugric material and immaterial 
cultural heritage. 
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Today, it is perhaps difficult to imagine a world where the internet is not an integral part of both everyday life and various societal 
functions in Sweden. Especially for those who were born after the turn of the millennium and thus grew up in a time when digital 
technology is taken for granted. But once upon a time, the internet was new and exciting. Conversations about personal 
memories of the early internet sparked our interest in knowing more about what people actually did on the internet when it was 
new. What do every day users remember from that time and what was the impact of this new technology?  
From March to August 2024, the questionnaire Mötet med internet (Encounter with the internet) was available on the website of 
the Swedish Institute for Language and Folklore (ISOF). The aim was to collect stories about early internet use in Sweden, 
focusing on everyday practices and users’ memories of, and reflections on, the internet during (predominantly) the 1990s and 
early 2000s. We asked questions such as “Do you remember the first time you heard about the internet? When and in what 
context was it, and how old were you then? What did you do on the internet and how did you access it?”. It was answered by 
225 people, of whom 130 also expressed interest in being interviewed on the topic. The questionnaire forms the basis of a pilot 
study conducted by our interdisciplinary research group in Digital Humanities at Humlab, Umeå University.  
In this paper, we will first present preliminary results from the questionnaire, based on an initial thematic overview of the 
responses. Second, we discuss methodological challenges associated with these types of sources, as well as what kind of media 
histories and ethnographic knowledge they can contribute to.  
Research on the history of the internet often focuses on the individuals, infrastructures, stakeholders and funders that were 
influential in the development of networked computer communication and what came to be the internet. In contrast, we want to 
document and explore these developments from a user perspective, focusing on the practices, experiences and perceptions of 
‘ordinary people’ on the early internet.  
In recent research, it is argued that the grand narratives of the internet are often limited and reduced to singular stories about 
ARPANET and the Silicon Valley, overlooking the myriads of user-developments achieved through early experimental practices 
such as hobby radio, BBSs, file-sharing etcetera (Driscoll 2022: 194). In this project we therefore want to give voice to users’ 
everyday experiences in their early explorations of the internet in a Swedish context. We are specifically interested in stories 
from those who did not have a prior interest in and experience of computer networks and digital communication, but for whom 
the internet still had an impact on their lives since they experienced the introduction of the commercial internet and the World 
Wide Web. The choice of geographical context is partly motivated by practical reasons, since it is the context in which we are 
active as researchers. However, Sweden is also a particularly interesting case since it is a country that, through political initiatives 
and economic priorities, was an early adopter of the internet among its citizens. For example, in 1994, the government started 
the first “IT commission”, with the explicit mission to initiate and facilitate digital development in the country (SOU 1994:118). 
Among other things, almost 1 billion SEK was invested in information technology for education and schools. The same year, 
Algonet, the first commercial internet service provider aimed at ordinary Swedes, was launched.  
The analysis of the responses from the questionnaire enables us to discern some patterns in the material. The answers vary 
from short descriptions to longer stories with many details. In the somewhat longer answers, a certain nostalgia can be detected, 
often in combination with a predominantly positive description of early encounters with online environments. At the same time, 
some respondents recall how boring the internet was – they did not know what to look for, how to find it (there were no search 
functions), or what to do with it. Most respondents have come into contact with the internet either through their work or through 
social relationships (for example, a friend interested in technology, at their parents’ job, or through an uncle with a computer at 
home). The answers also raise new questions, such as what exactly counts as ‘the internet’. Some people came into contact 
with technologies that network computers as early as the 1970s. For most, however, the popularisation of the internet with the 
introduction of the World Wide Web (WWW) in the early 1990s seems to be the decisive factor.  
Specific practices such as searching for information, chatting, forum discussions, and work-related use are mentioned in the 
responses. The stories show that for some the internet was gradually integrated into their everyday and working life, while for 
others it was perceived as a revolution. There are also recurring descriptions of financial and technical constraints – the internet 
could only be used after the magic hour of 6pm, when it was cheaper, and downloading a very blurry image could take several 
hours. Other technical aspects also emerge – memories of the scraping and beeping sound of a modem connecting to the 
internet, for example, are mentioned in several responses. Thus, the material also reflects sensory and embodied memories. 
Collective use is another thing that stands out in the materials. Especially for those who were young at the time, the internet was 
something used together with siblings, friends, or classmates, often on a shared computer located in a ‘public’ environment, at 
home or at school. This is quite a contrast to today's individualised use, where most people have ‘their own’ internet, both in 
terms of technology and content – an internet that also is mobile and wireless rather than bound to a specific location and 
connection.  
Methodologically, this material offers an opportunity to know more about early internet use in Sweden, and to design a media 
ethnography based on more thorough interviews and historical sources. In her study of young people in Canadas experiences 
of going online, MacKinnon (2022b) argue that “web archives alone are insufficient in reconstructing the experience of going 
online” (p. 4) and suggests that a patchwork of methods and materials, providing different sources and perspectives, is needed. 
In similar ways, our pilot study will draw on both oral and written sources, as well as internet archival samples. Through 
participants’ written and oral histories about the internet in retrospect, we will explore people’s meaning-making about the 
development and impact of the internet. The questionnaire and subsequent interviews will be combined with historical sources 
including Swedish Government Official Reports such as IT commission (SOU 1994:18) and media content from the time (news 
media, magazines, TV programmes etcetera).  
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Paßmann (2021) and Paßmann & Gersen (2024: 214), advocates for “elicitation interviews through archived web materials as 
part of a qualitative framework for digital methods”. We also see methodological potentials of elicitation through web archives for 
our research. Firstly, it is a way to help people remember, and secondly, to compare what people recollect versus what the digital 
environments they talk about actually looked like. The point of this is not to verify peoples’ memories, but rather to examine what 
is remembered, how it is remembered, and why. As part of this endeavour, we will conduct ‘archive promenades’, where the 
respondent, together with the researcher, looks back into their own internet history with the help of the Internet Archive 
(Mackinnon 2022a: 356-357).  
However, the approach also comes with some critical issues. For example, there is a certain bias in the material, both because 
of the particular interest of those who responded to the questionnaire and because of the inherent challenges of using people’s 
memories and stories as historical sources. The questionnaire responses (and subsequent interviews) capture how people 
remember and describe their past experiences today. Previous experiences of archive promenades show that this approach 
requires that respondents have a prior interest in their own digital history and have ideas about how to access it, such as 
usernames, webpage addresses, or what sites to search for (MacKinnon 2022b:45). A challenge, then, is to keep the focus on 
what the internet was like then, without too much reflection on what we know about what has happened after the time period, 
and the digital landscape today (Brügger & Goggin, 2022:2). At the same time, participants’ reflections linking the past to the 
present are analytically interesting, as this can shed light on how past experiences have shaped their everyday lives, 
relationships, and working lives, but also how ‘ordinary’ people’s use has shaped the internet.   
Furthermore, there is also a risk that the stories received via the questionnaire and in future interviews will be characterised by 
an over-romanticisation of the past. This may mean that potential problematic experiences among the users, such as exclusion, 
marginalisation, discrimination, conflicts or similar, are left out of the narratives. Simultaneously, the stories from those who say 
that the internet did not have a major impact in their lives, and who mainly mention mundane, everyday use in their responses, 
should not be overlooked.  
The risk of bias is also linked to an issue of representation – who responded to the questionnaire and how will we reach potential 
interview participants? Those who chose to respond to the questionnaire are a defined group with specific experiences related 
to the dissemination and outreach of the questionnaire. The questionnaire was disseminated through ISOF:s distribution 
channels, and our own private and academic networks. If it had been shared and distributed by, for example, the National 
Museum of Science and Technology or the (online) Internet Museum in Sweden, more responses might have been submitted 
from people with rich personal stories about networked communication and internet practices. However, that might have skewed 
the material even more towards a tech-centric narrative, and less towards the everyday user experiences.  
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The transition to Estonian e-exams in 2026 has highlighted the necessity to create efficient and versatile automated writing 
evaluation tools that would support teachers in giving feedback and assessing writing tasks. A number of such tools have been 
developed for English teachers and learners (i.e., Criterion, MyAccess, Write & Improve) but Estonian language teachers lack 
similar opportunities. On the other hand, similar work has so far focused on measuring second language, rather than first 
language proficiency. 
Our 2-year project draws on the need to develop computer-assisted language learning and writing assistant software for 
Estonian, which could facilitate classroom and independent learning, and help teachers check written assignments and support 
exam assessment. 
The objectives are: 1) to identify optimal solutions for evaluating argumentative texts of the 9th and 12th grade e-exams, using 
language technology; 2) to develop a web application, which offers writing recommendations, predicts the grade of the text and 
provides feedback based on the exam evaluation rubric. 
Project team works closely with Estonian Education and Youth Board who has provided access to e-exam texts from the year 
2024 (currently, the data consists of 795 argumentative texts from 9th graders and 764 texts from 12th graders). We analyze 
texts by using corpus analysis, supervised machine learning, and large language models, evaluating vocabulary, grammar, 
correctness as well as text content and structure.  
This poster introduces the preliminary results of the research. 
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Generative AI for image creation is becoming a staple in the toolkit of digital artists, visual designers, and the general public who 
want to be represented through gen AI. Social media users have many tools to shape their visual representation: image editing 
tools, filters, face masks, face swaps, avatars, and AI-generated images. The importance of the right profile image can not be 
understated: it is crucial for creating the right first impression, sustains trust, and enables communication. Correct representation 
of individuals, groups of people, and collectives helps to foster inclusivity, understanding, and respect in society, ensuring that 
diverse perspectives are acknowledged and valued. While previous research revealed the biases in large image datasets such 
as ImageNet and inherited biases in the AI systems trained on it, in this work, we look at the biases and stereotypes as they 
emerge from textual prompts used for generating images on Discord with StableDiffusion model. We analyze over 2.5 million 
prompts depicting men and women and use statistical methods to uncover how prompts describing men and women are 
constructed and what words constitute the portrayals of respective genders. Our findings suggest uniform practice of prompting 
regarding word length; however, the optimal men's descriptions are shorter than those of women. When it comes to word and 
topic analysis, our findings suggest the existence of classic stereotypes in which men are described using dominant qualities 
such as "strong" and "rugged". In contrast, women are represented with concepts related to body and submission: "beautiful", 
"pretty", etc. These results highlight the importance of considering the original intent of the prompting and suggest that cultural 
practices on platforms such as Discord should be considered when designing interfaces that promote exploration and fair 
representation. 
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DAMOS is a (MariaDB) relational database, which contains all the published Mycenaean documents. These are administrative 
documents which constitute the earliest attestation (ca. 1400-1150 BCE) of the Ancient Greek language. The data in DAMOS 
can be accessed, searched and browsed online since the launch of its online interface in 2013. In this paper, after a general 
introduction on the data and the database structure, we describe the export function which we recently added to DAMOS and its 
online interface. This allows users to export data from the database as Epidoc-TEI compliant XML files. EpiDoc is an international, 
standard subset of TEI, used for the digital edition of documentary Ancient Greek and Latin texts, currently expanding to other 
epigraphic traditions (e.g., runes, ogham). The present work builds also on the collaboration with the EpiDoc community on the 
adaptation of EpiDoc to suitably represent the Mycenaean documents. 
The aim of the EpiDoc export function is, thus, in compliance with the FAIR data principles, to increase the integration of the 
Mycenaean data with other similar datasets, to provide a sustainable format for the long time archiving of the DAMOS data, and 
to make it easier to reuse these data. 
Finally, we briefly discuss the planned development of an import function, which would enable users to contribute data to DAMOS 
by uploading EpiDoc-XML files with new or revised versions of the Mycenaean texts, thus allowing, and fostering, collaborative 
work on the digital edition of the Mycenaean documents. 
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Numerous online platforms, such as Goodreads, LovelyBooks, and Wattpad, offer features that enable users to create book 
reviews, comment on texts, engage in book discussions, and share recommendations (Rebora et al., 2021). One of the primary 
advantages of these platforms is their ability to provide succinct yet detailed summaries of well-known literary works, making 
them both accessible and informative for a wide audience (Agrawal, 2023). Furthermore, user reviews often highlight distinct 
writing styles, which become key points of discussion (Walsh & Antoniak, 2021). 
Employing computational methods, such as text, sentiment, and emotion analysis (Jänicke et al., 2015; Pfahler et al., 2018), to 
analyze such online data can effectively capture the core concepts of books, as well as the main genres, strengths, and 
weaknesses identified by different users. This approach can help individuals make informed decisions about which books align 
best with their preferences. Additionally, computational analysis of large textual datasets can yield insights unattainable through 
traditional qualitative or hermeneutical methods (Schmidt, Kaindl, & Wolff, 2020). 
In this study, we examine Reddit comments from two prominent subreddits, "books" and "suggestmeabook," across three time 
periods: before (April–September 2019), during (April–September 2020 and 2021), and after (April–September 2022) the COVID-
19 lockdowns. The COVID-19 pandemic led to increased levels of various mental health challenges, largely due to sudden 
changes in daily life, such as social isolation caused by lockdowns (Zhu et al., 2021). Therefore, it is crucial to understand the 
evolving themes and discussions surrounding the impacts of COVID-19. Our research aims to investigate the extent to which 
the COVID-19 lockdowns influenced Reddit users' perceptions of books. Specifically, we seek to determine whether users 
expressed negative outcomes related to the lockdowns in their comments (posts) and how they defined, discussed, and debated 
books during the three distinct periods: before, during, and after the lockdowns. 
By employing computational methods such as topic modeling, text, sentiment, and Plutchik emotion analysis (Plutchik, 1980), 
we aim to uncover various dimensions of book-related discussions. These methods will allow us to analyze the content and 
structure of user comments, revealing insights into how the pandemic has shaped literary preferences and conversations. 
Additionally, we seek to identify patterns in how users engage with literary content across these distinct phases. For example, 
we will analyze various characteristics of the books mentioned in submissions and their corresponding comments, including 
genre, date of publication, and author. We will also identify the co-occurrence of books across submissions and subsequent 
comments, and extract emotions and sentiments from the comments to explore any differences across the three time periods. 
By taking this approach, we aim to uncover a more profound and nuanced understanding of the relationship between social 
circumstances and literary engagement, particularly in how external factors shape the ways individuals interact with literature. 
Through this comprehensive exploration, we hope to shed light on various dimensions of this interaction, including how specific 
social contexts, such as the recent global pandemic, influence reading habits, behaviors, and preferences. Ultimately, this 
research will offer valuable insights into the broader impact of the pandemic on reading trends, particularly within the unique and 
diverse Reddit community. 
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In the field of concept mining within literary and historical corpora, a common task is identifying semantically related concepts 
(terms with similar meanings) or terms that fall under the same category or topic. This approach has a wide range of applications, 
from investigating specific concepts to analyzing broader semantic shifts in language and tracking the changing popularity of 
topics over time. Traditionally, manual or semi-automated methods have been used to discover or annotate concepts of interest. 
However, in recent years, researchers have increasingly scaled up their efforts by first adopting word embedding-based 
techniques and, more recently, zero-shot large language models (LLMs). 
The goal of this paper is to compare the results of the Word2Vec and zero-shot LLMs results in identifying the terms related to 
transportation in the corpus of early Latvian novels. For the evaluation, the GPT-4o version and Gemini-1,5 were used.  
It is recognized that large language models perform well in the tasks of categorizing and annotation that were previously realized 
manually or by using supervised machine learning means (including identifying named entities, semantically related, or domain-
specific concepts) (Karjus, 2024; Fan et al., 2023; Ziems et al., 2023). The validation and quality control of the results generated 
LLMs, however, present significant challenges; additionally, there are concerns regarding the accessibility of these models. 
Currently, the performance of language models is notably less effective for smaller languages, such as Latvian, and the usability 
of the methodologies employed requires further validation at this stage of model development. 
During preliminary research, we identified several current state-of-the-art models that provided acceptable performance for the 
Latvian language. Out of those models, we selected the better-known and better-supported GPT-4o and Gemini-1.5 based 
models. Although non-commercial models would be preferable for research purposes, currently available fully open models do 
not provide satisfactory results. 
The authors of this paper have previously explored the use of Word2Vec word embeddings to automatically identify and extract 
(and subsequently quantitize) terms related to specific categories or semantic domains. In a case study, we examined concepts 
related to urban transportation within a corpus of Latvian early novels (1879–1940) (LatSenRom) (Kristsone et al., 2024). The 
Word2Vec model was trained on 457 novels, along with an additional 172,240 articles from historical periodicals from 1920 to 
1940. The resulting embeddings enabled the identification of terms related to urban transport vehicles, as well as variants of 
different spellings of words, which arose either from changes in orthography over time or from errors in optical character 
recognition. This allowed us to considerably increase the number of found terms compared to working with subjectively devised 
lists and lexicons of vehicles. 
In extracting a comprehensive list of vehicle terms using Word2Vec embeddings, an initial subjective list of vehicles was 
compiled, and queries based on these keywords were used to generate broader lists of semantically similar concepts. This 
approach identified several dozen types of land vehicles, including various horse-drawn carriages, mechanized vehicles, and 
specific car brands. In the current paper, the authors expand the range of transportation domain by adding air and water vehicles. 
To explore the results of the GPT-4o and Gemini-1,5 models, a workflow was devised to query individual novels to retrieve terms 
related to transportation; subsequently, the results were summarized to compare with the totality of results for LatSenRom 
retrieved from the Word2Vec model. The workflow was run in batch mode, using APIs provided by respective model holders – 
OpenAi and Google. 
Several types of prompts were used for the exploration, including queries in Latvian and English, prompts based on keywords 
mimicking the workflow used for Word2Vec, and other types of questions. As LLMs are prone to various anomalies and 
hallucinations, a hybrid approach was utilized to verify results and minimize false positives. Different instructions were used to 
retrieve normalized terms or various forms treated as "anomalies" by the models; these terms are relevant for further reuse of 
the lists of words (e.g., quantification based on the mentions over time). 
 
Bibliography 
 
Fan, Yaxin, et al. 2023. "Uncovering the potential of chatgpt for discourse analysis in dialogue: An empirical study." In 
arXiv:2305.08391. Pre-published.  
 
Karjus, Andres. 2023. "Machine-assisted mixed methods: augmenting humanities and social sciences with artificial 
intelligence." Computer Science. Computation and Language. arXiv:2309.14379 [cs.CL]. 
https://doi.org/10.48550/arXiv.2309.14379. Pre-published.  
 
Kristsone, Eva-Eglāja, Anda Baklāne, and Valdis Saulespurēns. 2024. "Pilsētas transporta līdzekļi latviešu senākajos 
romānos." Latvijas Nacionālās bibliotēkas Zinātniskie raksti, Nr.12 (XXXII): Tuvlasījums/ Tāllasījums. In press.  
 
Mikolov, Tomas, Kai Chen, Greg Corrado, and Jeffrey Dean. 2013. "Efficient estimation of word representations in vector 
space." In arXiv:1301.3781v3 [cs.CL]. https://doi.org/10.48550/arXiv.1301.3781  
 
Törnberg, Petter (2023). "ChatGPT-4 outperforms experts and crowd workers in annotating Political Twitter Messages with 
Zero-Shot Learning." In 10.48550/arXiv.2304.06588. In http://arxiv.org/abs/2304.06588. Pre-published.  
 
Törnberg, Petter (2024). "Best practices for text annotation with large language models." In http://arxiv.org/abs/ 2402.05129. 
Pre-published.  
 



 

 31 

Ziems, Calet, William Held, Omar Shaikh, Jiaao Chen, Zhehao Zhang, and Diyi Yang. 2023. "Can Large Language Models 
Transform Computational Social Science?" In Computational Linguistics, pp.1-53. 10.1162/coli_a_00502  



 

 32 

Katrine F. Baunvig 
Aarhus University, Denmark 

From Numbers to Narratives - Word Embeddings and Semantic Graphs as Hermeneutic Strategies in 
Textual Analysis 
 
ID: 310 / WS04A: 3 
Explorations of the dynamics of cultural phenomena in text corpora 
Keywords: Word Embedding; Semantic Graphs; Quantitative Textual Analysis; Qualitative Textual Analysis 
 
The conventional divide between qualitative and quantitative textual analysis—where the former delves into interpretive nuance 
and the latter focuses on scalable computation—is far less definitive than it may seem. In this workshop tutorial, we explore how 
neural word embeddings and semantic graphs, often emblematic of quantitative methodologies, can be reconceptualized as 
hermeneutic tools that bridge this dichotomy. Using the monumental corpus of N.F.S. Grundtvig (1783-1872), a Danish polymath 
whose works profoundly shaped national identity and religious discourse, we demonstrate how computational approaches can 
complement and deepen interpretive scholarship (Baunvig & Nielbo 2023). 
We present two interwoven arguments. First, that the qualitative resides within the quantitative (Baunvig 2024). Computational 
methods like word embeddings not only quantify textual relationships but also require interpretive decisions at every stage—
from corpus selection and preprocessing to the visualization of semantic spaces. These choices, far from neutral, imbue the 
analysis with interpretive depth, revealing that computation itself is a deeply hermeneutic act. 
Second, meaningful computational analysis depends on an intimate understanding of the dataset and its cultural and historical 
contexts (cf. Nielbo, Baunvig & Gao 2018). Why analyze an entire authorship like Grundtvig’s? What conditions render such a 
project significant? His corpus, spanning more than a thousand works, offers a unique vantage point into the intersections of 
Danish cultural memory and religious imagination. Yet its richness also necessitates careful reflection on the alignment of 
research questions with the dataset’s scope and the ethical considerations underpinning such scholarly endeavors. 
This workshop offers participants practical insights into leveraging word embeddings and semantic graphs to uncover symbolic 
structures across texts. It underscores the necessity of balancing technical rigor with interpretive sensitivity, cultivating an 
approach that is as methodologically sound as it is intellectually meaningful. By reframing quantitative tools as extensions of 
hermeneutic inquiry, we invite participants to transcend traditional boundaries and reimagine the possibilities of computational 
textual analysis. 
Join us as we navigate this compelling intersection of numbers and narratives, illuminating how data-driven methods can not 
only augment but also transform the interpretive study of texts. 
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1. Introduction: Bias as a Critical Pathway to Historical Insight 
The integration of computational methods into traditional humanities disciplines has transitioned from a field of potential to one 
central to the transformation of concrete research practices. These advancements have significantly reshaped how scholars 
interpret cultural data. However, with these advancements come challenges. In this paper, we address the challenge of 
transforming bias—often regarded as a flaw—into a valuable analytical tool. In historical datasets, bias is not simply a problem 
to be eliminated but a reflection of the cultural, political, and social forces that shaped the material. This understanding shifts 
bias from an obstacle to a critical pathway for uncovering deeper meanings and insights within given data. 
In other words, this paper explores how computational methods can harness the biases present in historical corpora to produce 
more nuanced interpretations. Moreover, it addresses the role of data preservation strategies in ensuring that these biases are 
not lost to future scholarship. Using the Digital Scholarly Edition (DSE) of Grundtvig’s Works as a case study, we seek to 
demonstrate how bias can be both a challenge and an interpretative opportunity in the development and sustainability of digital 
archives. Within the framework of the DSE, the emphasis in this case is on a single authorship, reflecting both the inherent bias 
of one individual from a particular era and the bias inherent in the DSE itself. 
2. Preserving Bias for Future Insight: Data Quality and Longevity 
The preservation of historical data is not merely a technical concern but a philosophical one that directly impacts how future 
scholars will interpret cultural data. Traditional humanities research, which often centers on close readings of carefully curated 
texts, allows for a high degree of control over the sources. In contrast, large-scale computational projects must contend with the 
digitization of incomplete, inconsistent, or biased texts, introducing challenges in maintaining the quality of the data while 
preserving its interpretative richness. 
The Grundtvig’s Works DSE exemplifies the effort needed to produce high-quality digital editions that acknowledge, rather than 
erase, the biases inherent in historical data (cf., Oltmanns et al., 2019; Pierazzo, 2014). While rigorous data cleaning and curation 
are essential, questions of long-term preservation loom large. Without sustainable infrastructures and open data standards, 
digital scholarly editions risk becoming obsolete or inaccessible, leading to what some scholars have called a potential ‘digital 
wasteland’ (Baunvig et al., 2023). Preservation is crucial not just for maintaining access to the content, but for safeguarding the 
biases within the data that reflect the ideological and socio-political conditions of the time. 
Rather than prioritizing rendition—where texts are cleaned and ‘corrected’ for readability—digital humanists must emphasize 
storage and preservation to ensure that future scholars can continue to engage with the historical biases embedded within the 
texts. This allows for a more reflective approach to the past, where bias is seen not as an error to be erased, but as a feature to 
be explored. 
3. Bias as an Interpretative Lens in Historical Datasets 
Bias is an inherent concern in any humanities project, but it takes on greater complexity in large-scale computational work. 
Traditional humanistic methods give scholars a degree of control and intentionality over text selection, but computational projects 
often involve datasets digitized at scale, where biases are more deeply embedded and sometimes amplified. The digitization 
process itself can introduce errors, but more critically, it can reflect and perpetuate historical biases from the time when the texts 
were created. These biases may concern the ideological, religious, or nationalist frameworks of the authors and societies in 
question. For example, in the Grundtvig’s Works DSE, the digitized materials reflect nationalist and religious assumptions of 
19th-century Denmark, giving scholars insight into the cultural forces shaping those works (Rasmussen et al., 2022). Bias, in 
this context, becomes a rich source of information, providing pathways for the dominant narratives of the past – and for exploring 
exclusion, and marginalization. 
Computational approaches provide opportunities for identifying and analyzing these biases at scale, while humanistic reflection 
remains essential. Digital humanists must balance computational rigor with interpretive depth, recognizing that bias detection 
algorithms, often used to ensure fairness in contemporary datasets, can be repurposed to trace historical ideologies in ways that 
enhance our understanding of the past. 
4. Refining Bias Detection Algorithms for Historical Data 
Bias detection algorithms, initially designed to ensure fairness in modern datasets, can be refined to address the unique 
challenges posed by historical corpora. By refining bias detection algorithms, digital humanists can preserve these interpretive 
complexities while analyzing historical data. One refinement involves making the algorithms context sensitive. Rather than 
applying contemporary standards of fairness, algorithms tailored for historical datasets would flag specific biases related to 
gender, race, or religion as elements to explore, not to remove. This allows scholars to critically engage with the biases in their 
historical context, providing a more nuanced understanding of the data. 
Additionally, biases in historical texts are often multilayered, involving not only individual authors but also broader institutional 
and societal forces. Algorithms refined to detect these multiple layers would help scholars uncover both explicit biases and the 
silences or omissions that reveal underlying patterns of exclusion. Biases also evolve over time, reflecting changing cultural 
norms. Algorithms capable of tracking these temporal dynamics would allow scholars to explore how specific biases shifted 
across different historical periods, offering new insights into the cultural transformations of the time. Likewise, cultural specificity 
is key—what constitutes bias in one historical or regional context may not apply in another. By training algorithms on region-
specific datasets, scholars can enhance their ability to detect biases unique to the cultures they are studying. 
Another refinement lies in the use of bias as a tool for reflection. Algorithms can be designed to not only detect bias but also help 
scholars interpret how these biases relate to the broader socio-political structures of the time. This allows for a deeper exploration 
of power dynamics embedded within the texts. User-directed features, where researchers can specify the types of biases they 
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wish to explore, would further enhance the utility of these tools for historical analysis. Finally, advanced visualization tools can 
be integrated into bias detection algorithms, offering visual maps of where and how biases appear within a corpus. These 
visualizations allow for a more interpretive engagement with the data, highlighting intersections of different biases and their shifts 
over time, making the complexity of historical corpora more accessible to scholars. 
5. Ethical Considerations: A Reflective Approach to Bias 
As computational methods become more prevalent, ethical considerations regarding the treatment of bias in historical datasets 
become critical. The biases in cultural, political, and ideological contexts are not simply flaws to be corrected but essential 
features for understanding the conditions under which historical texts were created. 
Rather than erasing these biases in the pursuit of neutrality, scholars should aim to understand how they shaped the historical 
record. By embedding ethical reflection into every stage of the research process, digital humanists can ensure that computational 
methods do not merely amplify dominant narratives but also reveal marginalized voices, offering new insights into the power 
dynamics of the past. Ethical frameworks specific to the digital humanities are needed to engage more deeply with these 
complexities and to ensure that computational tools are used in a way that enriches, rather than diminishes, the interpretative 
potential of historical data (Kleinberg et al., 2016). 
6. Canonical Bias in the Grundtvig’s Works DSE: A Paradox of Cultural Preservation 
Finally, in the context of bias as both challenge and opportunity, the DSE of Grundtvig’s Works presents a compelling paradox. 
On one hand, it provides scholars with high-quality, meticulously annotated texts that enhance our understanding of Grundtvig’s 
substantial impact on Danish national identity, religious thought, and cultural history. On the other hand, the very creation of the 
DSE is shaped by a significant form of bias—one embedded in the processes of cultural canonization and national self-
conception. 
Grundtvig’s prominence in Danish history has ensured that he is not just an important figure, but a cultural icon, occasionally 
referred to as a ‘cultural saint’, for his role in shaping the nation’s democracy, educational system, and church life. It is this 
canonization that has enabled the DSE project to attract significant funding, with (currently) well over 150 million DKK invested 
in making Grundtvig’s extensive writings available to the public and scholars alike. This level of financial and institutional support 
is not distributed equally across all figures or texts from Danish history. Instead, it is directly tied to Grundtvig’s symbolic status 
as a central figure in the collective Danish imagination. 
Here, we encounter a form of institutional bias that, while making Grundtvig’s works more accessible, simultaneously perpetuates 
the focus on canonical figures. The DSE was made possible not simply because of the scholarly value of Grundtvig’s writings, 
but because of the cultural weight his name carries. This raises critical questions about whose works are considered worthy of 
preservation and extensive study, and which voices remain marginalized or overlooked. In this sense, the bias embedded in the 
DSE reflects broader patterns of historical selection, where resources are allocated based on cultural prominence rather than 
equitable representation. 
However, this paradoxical bias also opens up an opportunity for reflection. The DSE’s existence, made possible by Grundtvig’s 
cultural stature, allows us to interrogate the very processes of canonization and the role of bias in shaping scholarly endeavors. 
The creation of such a comprehensive, well-funded project demonstrates how bias operates not only within the content of 
historical texts but also within the systems of support that determine which texts are preserved, studied, and celebrated. 
Moreover, this bias is not static. Just as computational tools can reveal and analyze the biases within historical data, so too can 
the systems of cultural preservation evolve. The attention paid to canonical figures like Grundtvig is beginning to shift, with 
increasing efforts to broaden the scope of cultural heritage projects to include a more diverse range of voices and materials. 
While the DSE represents a pinnacle of canon-focused scholarship, it also exemplifies how bias—paradoxically—serves both to 
sustain and to challenge the boundaries of cultural memory. By critically engaging with this bias, we can better understand the 
socio-political forces that shape the preservation of historical data. In the case of the DSE, this awareness prompts us to reflect 
on how the mechanisms that prioritize certain figures might, in the future, be reconfigured to offer a more inclusive, socially 
sustainable approach to cultural heritage. 
7. Conclusion: Embracing Bias as Insight in Digital Scholarship 
The integration of computational methods into the humanities marks the beginning of a new era—one where technology 
amplifies, rather than replaces, traditional humanistic inquiry. The Grundtvig’s Works DSE serves as a powerful example of how 
computational methods can open new interpretive avenues by addressing the challenges of bias, data quality, and preservation. 
Computation should not be viewed as a tool for efficiency but as a key to deeper inquiry, particularly in its ability to expose biases 
in historical datasets that might otherwise remain hidden. Bias, in this context, becomes not a flaw to be eliminated but a critical 
aspect of historical interpretation. Digital humanists must leverage these biases to illuminate the socio-political forces that shaped 
historical texts, gaining deeper insights into the past. 
The future of digital scholarship lies in maintaining a balance between the interpretive complexity of humanistic traditions and 
the power of computational tools. By fostering interdisciplinary collaboration, developing robust ethical frameworks, and building 
sustainable infrastructures, the humanities are poised to thrive in the digital age, producing richer and more nuanced 
understandings of our cultural heritage. 
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A candle flickers, burning low, as two lovers rush into bed (Zola 1890, 244).[1] A troubled figure paces up and down a pavement, 
looking up at a shadow at a lit window (Flaubert 1869, 39).[2] As a train slows down entering Paris, the flood of electric light 
dazzles a passenger and stops him mid-sentence (Huysmans 1896, 459).[3] In literature — as in theatre, cinema and urban 
design — artificial light is a narrative and stylistic tool involved in representing emotional states. Literary lighting, or literary 
illumination as it has been called by Leahy (2019),[4] is most immediately recognisable in the form of literary metaphors such as 
the coup de foudre: the lightning bolt of falling in love, or the art historical motif of a lover appearing as if in a glow of light. Artificial 
lighting is not however limited to metaphor; rather, it is a technique of realism. Guiding the reader’s ‘sight’ in a construction of 
verisimilitude, it functions as part of what Barthes called the ‘reality effect’,[5]creating an impression of reality with this literary 
style perfected in the nineteenth century. 
The mid- to late-nineteenth century was the era of the most radical developments in artificial lighting technology in history. Paris 
was for this brief period the main stage of experimentation in urban lighting, and visitors would travel from around the world to 
see the city lighting. This was also a period of fervent literary production, and the development of realist and naturalist techniques 
that engaged with the material world in unprecedented ways. We are interested in literary lighting historically, asking in what 
ways the transformations in lighting technologies during the nineteenth century, spanning the eras of oil, gas and electric light, 
found their way into literature. Our (human) reading observes the frequency of artificial light’s collocation with depictions of 
romantic emotions, which led us to want to explore this on a greater scale. 
The three examples from literature above were all found using artificial intelligence. In our paper, we demonstrate how automated 
reading can successfully find examples where writers were using lighting techniques to represent emotional states, focusing on 
those adjacent to love and romance. The history of the emotions is the object of many academic dreams: how can we ever know 
what was felt by our predecessors? The question of how the new lighting technologies of gas light and electric light in the mid-
late nineteenth century correlated with literary evocations of emotional states is complex, but we demonstrate that computational 
methods can go some way onto shedding light on the problem. Our paper presents a handmade corpus of ninety novels by 
canonical authors such as Balzac, Flaubert, Colette, Zola, Rachilde, Maupassant, and Proust, as well as lesser-known writers, 
publishing novels set in Paris between 1841 and 1928. Ninety novels, 9 850 523 words, is hardly ‘big data’ in data processing 
terms, but it is so in the context of the conventions of literary studies. 
French literary studies is an established field with a long research tradition, and the work of canonical writers has not previously 
been analysed in any published work using the Large Language Models afforded by artificial intelligence. Because of their wealth 
of material describing and evoking emotional states, works of literature are valuable sources when we seek to collocate the 
history of technology with the history of the emotions. The experiments in our paper are presented within a broader critique of 
artificial intelligence’s usefulness to the field of literary scholarship. In the paper, we discuss their concrete implications for 
research practices, and suggest opportunities for more tailor-made resources for literary scholars based on this case study. 
Our approach has been to experiment with various digital methods before arriving at the method we could use to shed light on 
our research question, and by presenting these early experiments in our paper we make our path of reasoning visible. We briefly 
outline our initial experiments and highlights our difficulties in identifying patterns using known NLP methods, such as word lists, 
word frequencies, concordance, and n-grams. 
Since OpenAI introduced ChatGPT, we believe that new opportunities have emerged for utilizing technology within the 
humanities, and we thought it would be natural to incorporate ChatGPT and explore its potential in relation to the known NLP 
methods. 
The method that has given us the best results , therefore, is based on the Python libraries LangChain (Chase, H. (2022)[6] and 
the OpenAI API (OpenAI 2024).[7] The inspiration to use these libraries comes from short courses at Deeplearning.AI, an 
education company specialized in technology (Deeplearning.ai 2024).[8] These results are the main presentation of our paper. 
We use the functions of LangChain and the OpenAI API for preparation and search. The preparation involves splitting our corpus 
into text chunks and embedding and vectorizing these chunks. The embedding technology allows for semantic searches (Kublik, 
S., & Saboo, S. 2023, 37)[9]. This way, we can search, retrieve, and evaluate whether the different text chunks contain examples 
that we can use in our study. The evaluation of text chunks is based on GPT’s ability to perform zero-shot classification, which 
means that the model can classify without fine-tuning (Rothman, D. 2022, 170).[10] 
The results we obtain from applying LangChain, the OpenAI API, and OpenAI’s GPT-4 omni model are of a different nature 
compared to the results we have previously achieved using known NLP methods. In the past, we have spent a lot of time 
analyzing the distribution of selected keywords and n-grams to observe patterns. As we show in this study, one of the 
contributions of LLMs to digital humanities research can be examining the contexts around keywords. 
In contrast to earlier NLP methods, the LLM can identify if the keyword is part of a context that constitutes a semantic field of 
interest. Specifically, this is relevant for asking questions related to emotional states, which cannot be resumed in a list of words. 
This is why, after Santos (2023), we refer to our reading practice in this paper as automatic close reading, rather than distant 
reading.[11] 
Using our approach, we demonstrate in the paper how computational reading and human reading can be used together, the 
former to find the examples in seconds, the latter to explore them with the knowledge of the literary era in particular, and the 
literary knowledge in general, required to understand the relationships between the characters and the effects of artificial light 
upon them. Further research could hone the asking of questions to AI assistants in a literary context, to find the ceiling of 
complexity or subtlety the technology is currently capable of. These capabilities will increase with time. Considering that only 
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1.01965% of the documents for the development of gpt-3 were French, there is still a lot of potential there (Brown, Tom B. et al. 
2020)[12]. 
The paper’s main contribution to the field is therefore to provide a practical case study where recent computational tools are 
applied to a nineteenth-century French literature corpus, and to demonstrate the strengths and weaknesses of these tools for 
literary scholarship. By applying solid computational methods to the question of artificial lighting and emotional states, we can 
suggest that artificial lighting developments may have had an impact on realist techniques, and we illustrate this with examples 
from the work of Flaubert and Zola. Our results show how the arrival of gas lighting and then electricity in Paris during the mid 
nineteenth century to the early twentieth century had its literary reflection in how writers used artificial lighting to depict loving or 
romantic emotions. Our paper suggests that computational methods to conduct automated close reading can provide significant 
insights into changes over time: by quantifying these examples, we are able to suggest using a graph how writers’ engagement 
with different lighting technologies developed over time between 1841 and 1928. 
The paper makes available a method and Python code we have devised that finds and displays examples of nineteenth-century 
novelists’ use of artificial light to articulate loving feelings in works set in Paris. More broadly, the results produced by the machine, 
and our human analyses of these, are relevant to scholars interested in the interactions between technology and emotion, both 
in a literary and in the urban worlds we now inhabit. 
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University of Wales Press. 
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[9] Kublik, S., & Saboo, S. 2023. Gpt-3 : The ultimate guide to building nlp products with openai api. Packt Publishing, Limited. 
[10] Rothman, D. 2022. Transformers for natural language processing: Build, train, and fine-tune deep neural network 
architectures for nlp with python, hugging face, and openai's gpt-3, chatgpt, and gpt-4. Packt Publishing, Limited. 
[11] Santos, Diana. 2023. n.d. ‘Literature Studies in Literateca: Between Digital Humanities and Corpus Linguistics’. 
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AI in the GLAM sector - Opportunities and Challenges 
 
ID: 254 / Panel 4: 1 
60-minute panel 
Keywords: GLAM: cultural heritage: artificial intelligence: machine learning 
Introduction 
Aligned with the DHNB 2025 theme, ‘Digital Dreams and Practices,’ this panel aims to explore the transformative potential of 
Artificial Intelligence (AI) within the GLAM (Galleries, Libraries, Archives, and Museums) sector. As cultural heritage institutions 
continue to digitize collections and adopt new technologies, AI presents groundbreaking opportunities and challenges that 
warrant closer examination. 
For over two decades, the GLAM sector has focused on digitizing and making collections accessible (Astle & Muir, 2002). 
Digitization involves converting analog materials into digital form, a process that requires critical intellectual and technical 
decisions, which affect the possibilities and constraints for knowledge dissemination and the sensory experiences that new digital 
artifacts enable (Dahlström, 2010; Westin, 2023). The introduction of AI into this process further complicates the role of 
technology as a mediator, especially when used for markup, analysis, or reconstruction of cultural heritage. The use of machine 
learning and AI to annotate digitized material has been criticized due to the high risk of perpetuating stereotypes, biases, and 
outdated explanatory models (Villaespesa & Murphy, 2021; Balbi & Calise, 2023; Huang & Liem, 2022; Dikow et al., 2023). This 
issue is exacerbated by the fact that physical archives and collections themselves may be rooted in various biases and outdated 
explanatory models in terms of their focus, methods of collection, sorting, and purpose. 
AI technologies are already being implemented in the GLAM sector for tasks such as automating metadata creation, image 
recognition, and digital preservation. These developments promise to enhance the accessibility of collections and improve the 
efficiency of curatorial processes. For instance, AI-powered algorithms can aid in identifying previously overlooked patterns in 
historical documents or suggesting connections between seemingly unrelated items (Neudecker, 2022; Lee, 2023). However, 
these advancements also introduce concerns related to the loss of human expertise, the potential homogenization of cultural 
narratives, and ethical dilemmas in data handling. The intersection of AI with cultural heritage raises questions about the extent 
to which human curators should rely on automated systems for tasks traditionally governed by scholarly interpretation and 
emotional resonance (Boiano et al., 2024). 
This panel will not only address the technical and operational implications of AI but also emphasize the need for a responsible 
approach to its integration. Ethical considerations, such as ensuring transparency in AI decision-making processes, safeguarding 
against algorithmic biases, and promoting inclusivity in the representation of diverse cultures and languages, are central to the 
conversation (Dignum, 2019). The panelists will collectively examine the role of AI in reshaping heritage practices, reflecting on 
how institutions can balance innovation with the preservation of cultural integrity. 
Our panel brings together researchers and professionals from Digital Humanities, Data Science, Cultural Heritage, and the GLAM 
sector to share their experiences with AI in cultural heritage contexts. Through individual presentations and a joint discussion, 
we aim to critically assess the benefits and limitations of AI applications, while exploring how these technologies can be 
responsibly integrated into heritage practices. 
Panel structure (90 minutes in total) 
1. Introduction (10 minutes): 
The moderator, Jonathan Westin, Associate Professor in Conservation and Deputy Director of Gothenburg Research 
Infrastructure in Digital Humanities (GRIDH) at the University of Gothenburg, will set the stage by providing an overview of the 
panel’s theme and introducing key discussion points regarding the application of AI in the GLAM sector. His introduction will also 
touch on broader trends in digital heritage, situating the conversation within the ongoing digitization efforts of cultural institutions 
and the increasing reliance on AI technologies to tackle curatorial challenges, enhance accessibility, and transform public 
engagement 
2. Individual presentations (5-7 minutes each): 
Following the introduction, each panelist will deliver a short presentation reflecting on their practical experiences and insights 
into using AI within GLAM. These presentations will address the following questions (and others): 

• What are the real-world applications of AI in your cultural heritage practice? 

• What challenges have you encountered, such as ethical concerns or skills gaps? 

• How can AI tools contribute to new forms of engagement with cultural heritage? 

• How do you ensure accuracy and reliability of AI-generated annotations? 

• What strategies do you employ to mitigate biases in AI applications? 

• How do you balance the use of AI with traditional methods in your work? 
3. Joint discussion: 
The panelists will, together with the public, engage in a 45-minute discussion moderated by Jonathan Westin. The discussion 
will focus on issues such as the balance between automation and human expertise, the societal impact of AI in GLAM, and 
lessons learned from partnerships between academic researchers, memory institutions, and the public. Key themes will include 
how AI can both enhance and challenge existing curatorial practices, as well as strategies for fostering interdisciplinary 
collaboration in future AI initiatives. 
Outlines of individual contributions  
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• Coppélie Cocq (Umeå University): Cocq is Professor in Sámi Studies and Digital Humanities. Deputy director 
of Humlab at Umeå University and the national Swedish research infrastructure Huminfra. Cocq’s presentation 
will focus on how AI can support the documentation and interpretation of endangered languages and oral 
traditions. The presentation will address the opportunities AI offers in expanding access to non-material culture 
and ethical questions about representativity and authenticity in AI-driven heritage practices. 

• David Haskiya (Swedish National Archives): Haskiya is Head of Unit for the AI lab and Data Services at the 
Swedish National Archives. Haskiya’s presentation will discuss the intersection of AI and archival science, and 
focus on how AI tools are being implemented to enhance archival processes, improve accessibility, and derive 
new insights from historical collections. 

• Wilhelm Lagercrantz (National Historical Museums): Lagercrantz is Operations Manager in Digital 
productions at the National Historical Museums. Lagercrantz’ contribution will explore how national museums 
are adapting to and implementing digital solutions, focusing on the intersection between technological 
innovation and museum practice. Drawing from his experience at the National Historical Museums, he will 
discuss strategies for digital collection management, online accessibility, and public engagement through 
digital platforms. 

• Gustaf Nelhans (University of Borås): Nelhans is Associate Professor in Library and Information Science. 
Nelhans presentation will focus on the role of AI in analyzing and assessing the impact of digital cultural 
heritage through bibliometrics and scientometrics. His contribution will focus on how AI tools can be applied 
to measure and evaluate research outputs related to digital humanities and cultural heritage institutions. 

 
Bibliography 
Astle, P. J., & Muir, A. (2002). Digitization and preservation in public libraries and archives. Journal of Librarianship and 
Information Science, 34(2), 67-79. 
Balbi, C., & Calise, A. (2023). The (theoretical) elephant in the room. Overlooked assumptions in computer vision analysis of art 
images. Signata. Annales des sémiotiques/Annals of Semiotics, (14). 
Dahlström, M. (2011). Critical editing and critical digitisation. In Text Comparison and Digital Creativity (pp. 77-97). Brill. 
Dikow, R., DiPietro, C., Trizna, M., BredenbeckCorp, H., Bursell, M., Ekwealor, J., ... & White, A. (2023). Developing responsible 
AI practices at the Smithsonian Institution. ARPHA Preprints, 4, e113335. 
Huang, H. Y., & Liem, C. C. (2022, June). Social inclusion in curated contexts: Insights from museum practices. In Proceedings 
of the 2022 ACM Conference on Fairness, Accountability, and Transparency (pp. 300-309). 
Villaespesa, E., & Murphy, O. (2021). This is not an apple! Benefits and challenges of applying computer vision to museum 
collections. Museum Management and Curatorship, 36(4), 362-383. 
Westin, J. (2021). Arosenius Translated. Digitisation as a Rephrasing of Meaning. Nordisk Museologi, 31(1), 40-55. 
Bibliography 
Astle, P. J., & Muir, A. (2002). Digitization and preservation in public libraries and archives. Journal of Librarianship and 
Information Science, 34(2), 67-79. 
 
Balbi, C., & Calise, A. (2023). The (theoretical) elephant in the room. Overlooked assumptions in computer vision analysis of art 
images. Signata. Annales des sémiotiques/Annals of Semiotics, (14). 
 
Dahlström, M. (2011). Critical editing and critical digitisation. In Text Comparison and Digital Creativity (pp. 77-97). Brill. 
 
Dikow, R., DiPietro, C., Trizna, M., BredenbeckCorp, H., Bursell, M., Ekwealor, J., ... & White, A. (2023). Developing 
responsible AI practices at the Smithsonian Institution. ARPHA Preprints, 4, e113335. 
 
Huang, H. Y., & Liem, C. C. (2022, June). Social inclusion in curated contexts: Insights from museum practices. In Proceedings 
of the 2022 ACM Conference on Fairness, Accountability, and Transparency (pp. 300-309). 
 
Villaespesa, E., & Murphy, O. (2021). This is not an apple! Benefits and challenges of applying computer vision to museum 
collections. Museum Management and Curatorship, 36(4), 362-383. 
 
Westin, J. (2021). Arosenius Translated. Digitisation as a Rephrasing of Meaning. Nordisk Museologi, 31(1), 40-55.  



 

 40 

Viken Berberian 
American University of Armenia (AUA), Armenia 

Causality & Climate Change: a Comparison of AI-Generated and Student Written Essays 
 
ID: 104 / Poster Session 2: 2 
Poster and demo (abstract) with accompanying a 1-minute lightning talk 
Keywords: Digital Humanities, Language, Rhetoric, Voyant Tools, AI in Higher Education, Cause and Effect Essay, Digital 
Scholarship, ChatGPT, Chatbot, Quantitative Writing Tools, AI in Writing, Qualitative Analysis, ChatGPT in Science, 
Pedagogical Practices 
My poster and lightning talk will address the linguistic, rhetorical, stylistic, and research choices in essays written by 75 second-
year expository writing students and compare them to those generated by a chatbot. Students will write a three-page essay on 
the causes and effects of climate change. The findings will reflect the work of English majors enrolled in an expository writing 
course at AUA, the American University of Armenia, comparing their work to those generated by ChatGPT. Criteria and 
methodology: Three sources will be cited and one of them will be peer reviewed. Each essay will consist of 5 paragraphs and 
focus on one cause, one effect, and conclude with one call to action. The essay will be limited to three pages. Students will have 
four weeks to research and write their essay alongside a ChatGBT-generated essay on climate change that will use the same 
criteria. The ChatGPT essay will be generated only after a student has researched and written her essay without the use of a 
chatbot. Students will submit two versions of their essay: one written by them; the other generated by a chatbot. The AI-generated 
essay should be refined three times and use the same selected cause and effect as the student's essay. The two versions will 
then be evaluated using an open-sourced digital humanities tool, Voyant Tools, to compare and analyze quantitative and 
qualitative results. The poster and lightning talk will share key comparative findings and draw conclusions on the linguistic, 
rhetorical, stylistic, and research choices of the two approaches. This is a work-in-progress looking for constructive 
developmental feedback. 
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Did the Avant-Garde Become Materialized in New Media? Techno-Performance and Socialization 
 
Wednesday, 05/Mar/2025 2:00pm - 2:30pm 
ID: 266 / Session LP 03: 2 
Long paper (full-text) | 20-minute presentation with a 10-minute Q&A 
Keywords: New media art, the avant-garde, socialization, infosphere, Nuša Dragan, Srečo Dragan 
This contribution builds on Lev Manovich's thesis that avant-garde procedures were incorporated into the very operation of 
software, as the computer as a meta-medium completely transcodes the reality. The text examines the foundations of computer 
science in mathematical formalism and considers Turing's computing machine as a starting point for the generative aspect of 
computer art. The generative art-making was practiced also in the neo-avant-gardes. Data processing introduces into today's 
world a decoupling between understanding and agency that was once thought to require active thinking. Juri Lotman's idea of 
periphery-centre dynamic explains the shift of mechanical and (once) avant-garde procedures to the center of the globalized 
culture. At the same time, the image of a human is radically changing as she finds herself in a new homogeneous environment 
made of information: she becomes an inforg (Luciano Floridi) together with artificial and hybrid agents. Identity as informational 
integrity is discussed with the examples of performances and happenings of Srečo Dragan from the conceptualist period, when 
he collaborated with Nuša Dragan and the extended OHO group. The discussion touches upon the latest new media works by 
Srečo Dragan, where a multitude of interfaces mediates between the self-awareness (memory, declaration statements) and the 
body of the participant, and builds an archive of connections for a society established through technology. Dragan’s idea of 
socialization with art foregrounds a performative educational practice that interferes with the user's identity. 
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1. Introduction 
Political speech is a significant area of interest in the study of the discourse on terrorism. In terrorism studies, considerable critical 
attention has been devoted to the political discourse on terrorism-terrorism, examining both contemporary and historical 
perspectives, including the tracing policymaking processes and the ways in which governments and political actors construct 
narratives around terrorism and counterterrorism (Zulaika 2009). As Strandh and Eklund (2014: 359) notes in their qualitative 
study of the post-9/11 terrorism discourse in the Swedish Parliament (the Riksdag) (Strandh & Eklund), counterterrorism can be 
described as a complex and constantly shifting policy area. 
1.1 Purpose and Aims 
Similar to previous historical research on Swedish parliamentary datasets, this paper focuses on conceptual history (Ohlsson et 
al. 2022; Brodén et al. 2023; Jarlbrink & Norén 2023), but goes beyond the application of common statistical measurements that 
has dominated text mining of the debates in the Riksdag (Rouces et al. 2019; Ohlsson et al. 2022; Brodén et al. 2023; Jarlbrink 
& Norén 2023). Utilising word vectors and a custom-made dataset developed within the Terrorism in Swedish Politics project 
(2021–2025, SweTerror) (Edlund et al. 2022), the proposed paper maps the transformation of the discourse on terrorism in the 
Swedish parliamentary debates during the electoral periods 1968–2021. By generating word vectors (Yao et al. 2017), which 
capture the contextual closeness of words (with semantically similar words represented by numerically close vectors), we analyse 
and compare the top twenty words related to the base forms of terrorism, segmented by the terms of office of Swedish 
governments, to trace main periods in the parliamentary discourse on terrorism 1968–2021. 
The paper is driven by a straightforward research question: How do the top twenty terrorism-related words reveal distinct shifts 
in the framing of terrorism in the Swedish Riksdag. This general research question highlights the potential of word vectors to 
identify patterns of continuity and change in the Swedish parliamentary discourse on terrorism, along with the evolving 
associations of the term over time. On another level, the paper connects to the broader debate within Digital Humanities regarding 
the importance of addressing the contextual complexities of text mining large-scale archival collections. As digital historian Jo 
Guldi (2023) argues, focusing solely on the accuracy and robustness of text mining can only take data-driven analysis so far. 
Without a contextualised understanding of the materials, the results may raise more questions than they answer (see also Bode 
2018). Therefore, we depart from a contextual, mixed methods approach that combines expertise from Language Technology 
and Digital humanities as well as Digital History and Terrorism Studies. 
2. Materials and Methods 
We begin by outlining how the SweTerror project combines enriched document annotation and word vectors to trace various 
aspects of the discourse on terrorism in the Swedish parliamentary debates during the electoral periods 1968–2018. We discuss 
the customisation of the SWERIK dataset and the use of word vectors as a methodological approach, emphasising the 
application a contextualising understanding of our parliamentary data. 
2.1 The SweTerror Corpus 
The SweTerror project utilises an enhanced and curated subcorpus derived from the parliamentary minutes provided by the 
SWERIK infrastructure (latest version 1.2.0), which structures the Swedish parliamentary records 1867–2023 into a single corpus 
format (https://github.com/swerik-project/swerik-project.github.io), containing approximately 4 M tokens per parliamentary year 
(Yrjänäinen et al. 2024). To better align with our research objectives, the SweTerror project has customised the SWERIK dataset, 
performing additional quality control tasks such as identifying structural issues, since the corpus includes not only ‘pure’ debate 
content but also ‘secondary’ text, such as headings and voting results. (Olsson et al., submitted for publication). 
SweTerror aims to enact a contextualised understanding of parliamentary data. By assigning a Persistent Identifier (PID) for the 
speeches in our dataset, we can leverage SWERIK’s metadata on Members of Parliament (MPs) to analyse structural differences 
in the debates on terrorism at party level. From a mixed methods perspective, our approach emphasises the genre of 
parliamentary debates and situates the computational results within the dynamics of the Swedish parliamentary discourse, 
treating the debates as context-bound expressions. While government representatives typically frame their policies positively, 
opposition debates often focus on reframing the government’s narrative rather than reinforcing it. Additionally, our analysis 
incorporates dynamic time periods (see below) factoring in the parliamentary year (autumn–summer, rather than the calendar 
year) and electoral periods, the latter being our main focus in this specific paper in order to provide a general scope on the 
development. 
2.2 Word Vectors as Methodological Approach 
In the SweTerror project, we combine enriched document annotation with word embeddings to create ‘temporal lenses’ for 
analysing the Swedish parliamentary debates during the electoral periods 1968–2018. By using word vectors (Mikolov et al. 
2013), we enhance our text mining capabilities, moving beyond simple keyword searches and frequency counts. This approach 
allows us to identify linguistic patterns and key topics without relying on predefined categories (Olsson et al., submitted for 
publication). Through iterative experimentation with the parameters for generating usable models from our datasets, we 
determined that reducing the vector dimensions to 300 provided a good balance between capturing meaningful semantic 
information and managing the computational resources. 
A key aspect of our word2vec pipeline is that the models learn word embeddings through both predicting the surrounding context 
of a word (skip-gram) and by predicting a word given its surrounding context (Continuous Bag of Words, CBOW). The trained 
word vectors support various Language Technology tasks, such as tracking changes in language use over time across multiple 
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debate protocols. Notably, the generation of word vectors is performed for all dynamic time periods, meaning the word vectors 
are recalculated for each distinct period (e.g. parliamentary years and electoral periods). This enables the models to capture 
shifts in language use and context over time, rather than relying on a single, static set of word vectors, ensuring that temporal 
changes in meaning and usage are accurately reflected in the analysis. 
3. Top Twenty Terrorism Words 
We then focus on our use of word vectors to trace the transformation of the discourse on terrorism in the Riksdag. By using 
similarity word vectors to identify the top twenty terrorism-related words (the terms that semantically behave most similar to 
‘terrorism’) during each electoral period 1968–2018, we can distinguish three distinct periods: 1968–1979, 1980–1997, and 
1998–2018. As anticipated, these similarity words include ‘core terms’ such as ‘terrorist’, ‘terrorist deed’ (terroristdåd) and 
‘terrorist organisation’ (terroristorganisation). Furthermore, the top words reflect a focus on policy-making related to 
counterterrorism, particularly around Sweden’s Terrorist Act enacted in 1973, which continued to be a topic of debate (Brodén 
et al. 2023). However, the top twenty words also indicate a broader shift in the understanding of terrorism, which tentatively can 
be divided into the three periods below 
3.1 Period 1: 1968–1979 
The first period reflects the emergence of the modern concept of terrorism, as outlined by Stampnitsky (2013) and Zoller (2021). 
Previous research has shown that terrorism became a significant political issue in the Swedish Parliament in the early 1970s 
(Fridlund et al. 2022a; Fridlund et al. 2022b; Brodén et al. 2023), following a series of attacks by militant Croatian exiles linked 
to the Croatian National Resistance (HNO) and the historical Ustaše movement, including the killing of the Yugoslavian 
ambassador in Stockholm in 1971 and the armed hijacking at Bulltofta airport in 1972 (Hansén 2007). This was followed by two 
major incidents associated with the Red Army Faction (RAF): the West German embassy siege in 1975 and a failed kidnapping 
attempt targeting former Minister Anna-Greta Leijon in 1978. The emergence of the modern notion of terrorism in the Swedish 
parliamentary debate is evident in the prominence of terms such as ‘aircraft hijacking’ (flygkapning) and ‘hostage’ (gisslan) among 
the top twenty words, reflecting the common tactics of terrorist groups during the 1970s, which centred on political extortion 
through hostage-taking. Additionally, legislative efforts to curb international terrorism are reflected in the prominence of terms 
such as ‘United Nations’ (FN) as well as words such as ‘anti-terrorist legislation’ (terroristlagstiftning), ‘criminal’ (brottsling) and 
‘counter-terrorism’ (terroristbekämpning) that are connected to the enactment of the Terrorist Act. The inclusion of terms like ‘law 
of exception’ (undantagslag), ‘constitution’ (konstitution), ‘innocent’ (oskyldig) and ‘rule of law’ (rättsstat) further suggests that 
the debates about the Swedish antiterrorist legislation often focused on criticisms of its nature. 
3.2 Period 2: 1979–1997 
During 1979–1981, terms such as ‘terrorist’, ‘terrorist act’ and ‘terrorist organisation’ ranked among the top references, with 
‘hijacking’ also making it into the top ten. The Terrorist Act remained a critical issue in the Riksdag, partly due to the controversy 
surrounding Kurdish nationalists associated with the PKK (Kurdistan Workers’ Party) and the unsolved murder of Prime Minister 
Olof Palme in 1986 (Brodén et al. 2023). From 1982 onwards, words such as ‘Kurd’, ‘Kurdish’ and ‘PKK’ became prominent in 
the parliamentary discussions on terrorism. However, from 1979 onwards, the debates reflect a broader and less distinct 
interpretation of terrorism, with the concept increasingly being linked to issues such as the ‘narcotics trade’ (narkotikahandel) 
and ‘weapons of mass destruction’ (massförstörelsevapen) as well as state terrorism, including terms such as ‘military 
dictatorship’ (militärdiktatur) and ‘military apparatus’ (militärapparat). This shift partly corresponds to a heightened focus on the 
civil wars and insurgencies, driven by Cold War dynamics and U.S. backed efforts to counter perceived communist threats in 
Latin America. Among the top twenty words during this period were specific references related to state terror such as ‘military 
junta’ (militärjunta) and ‘junta’, reflecting this particular geopolitical context. 
3.3 Period 3: 1998–2021 
Research has consistently shown the 11 September 2001 attacks in the U.S. to be a watershed moment in the Western discourse 
on terrorism (for Sweden, see Strandh & Eklund 2014). As 9/11 occurred midway through the electoral period of 1998–2001, we 
expand our analysis to include these parliamentary years in order to better trace this shift in discourse. Regardless, in the 
aftermath of 9/11, the top ten words reflect an increased focus on terrorist attacks, with terms such as ‘terrorist deed’, ‘terror 
attack’ (terrorattack) and ‘terror threat’ (terrorhot) featuring more prominently in the top twenty, indicating a heightened Swedish 
terrorism-mindedness (Fridlund 2011), that is the domestication of terrorism as a widely recognised security threat within society. 
Starting around 9/11, terrorism also became increasingly linked to counter-terrorism efforts, as indicated by the emergence of 
terms like ‘countering’ (bekämpande) and ‘threat image’ (hotbild) among the top twenty words. Additionally, terrorism began to 
be distinctly associated with Islamism. After 2001, Sweden, like many other countries, faced acts of political violence connected 
to Islamist extremism, including the 2017 truck attack in downtown Stockholm that resulted in five deaths. From 2006 onwards, 
terms such as ‘Islamistic’ (islamistisk), ‘Islamism’ and ‘fundamentalism’ as well as ‘radicalisation’ (radikalisering) and ‘extremism’ 
became prominent in the discourse. 
4. Conclusions 
We conclude by synthesising our findings, emphasising how our word vector approach and analytical focus on the top twenty 
terrorism-related similarity words enable us to map the transformations of the discourse on terrorism in the Riksdag at a high 
level. To further state our case, we also highlight structural differences in word usage at the party level, including distinctions 
between government and opposition during different electoral periods. 
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Newspaper advertisements provide valuable insights into historical trends and societal changes. OCR (Optical Character 
Recognition) created databases of digitized newspapers offer vast datasets that allow researchers to explore shifts in 
employment patterns, consumer behavior, and industry evolution. For example, these databases can help answer questions like 
when office delivery jobs vanished or when men replaced women in dairies. 
However, OCR accuracy when processing advertisements can be inconsistent, raising concerns about the reliability of data and 
the conclusions drawn from it. This study examines whether OCR errors in advertisements are significant enough to affect 
findings after applying strict source-critical analysis. Historians, who already face challenges in scrutinizing sources, now must 
also evaluate the reliability of digital archives. This article explores these challenges, revealing that OCR error rates, combined 
with biases from word-frequency datasets, can compromise the accuracy of historical research due to issues in the shaping of 
the OCR corpus and later post-processing. 
The study involves an empirical examination of OCR outputs from newspapers across different time periods, different countries, 
and created by different digitization technologies. Previous research (Burchardt, 2024) highlighted major inaccuracies in some 
archives, with significant OCR error rates. For historians striving for near-perfect accuracy, these rates pose problems, especially 
in establishing "first-time" events or tracking precise historical trends. 
A prior study (Burchardt, 2023, p. 43) indicated that OCR error rates in newspaper advertisements could reach up to 30%, even 
when body text in the same publications has only an error rate on 10 %. Announcements alone could have error rates as high 
as 15% even when the body text was nearly flawless, further complicating the analysis of commercial and public messaging. 
This proposed theory will be examined further. 
It is well known that there has been a progress of OCR accuracy as the art of printing improved. Better physical quality of the 
type pieces improved the accuracy as better designs of the type itself gave a better recognition. These improvements have been 
neither uniform nor continuous. Early newspaper samples show that OCR accuracy progressed as paper quality and printing 
techniques advanced. However, between 1730 and 1830, error rates unexpectedly rose, despite general improvements in print 
quality. This can be attributed to the shift to broadsheet formats, which introduced multi-column layouts that complicated OCR 
recognition, particularly in advertisements. 
Another spike in error rates occurred around 1880, doubling until it gradually declined around 1910. The complexity of 
advertisement layouts, distinctive fonts, and the use of images likely contributed to this trend. 
The research will be carried out in two phases. The first phase will involve small-scale tests across different time periods since 
1700, newspapers printed with Latin letter types, and archives to identify high-error periods or formats for further investigation in 
phase two. The newspapers are chosen from digital archives where the pure OCR text can be viewed. Errors are identified by 
manually reading the OCR text and comparing it with the graphic image of the newspaper page. 
In the second phase, a more focused analysis will be conducted on samples from the periods, newspapers, or archives identified 
as having the highest error rates. The errors will be thoroughly examined, and their causes identified. The result should be a 
base for a discussion of solutions through re-OCRing or post-processing methods. 
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Testing Quantitative Methods on Multinational Humorous Data 
Introduction 
The presentation will use the data that were collected within the framework of the CELSA network project "Humour and Conflict 
in the Public Sphere: An interdisciplinary analysis of humour controversies and contested freedoms in contemporary Europe" 
(Chłopicki et al., 2024). The project focused on humour that revolves around controversial events in four countries – Estonia, 
Belarus, Poland, and Belgium. 
Material 
In each of the countries we have identified two or three events (9 in total, one of them yielding data in three countries) that 
provoked plenty of humour in the public spheres of these countries in 2022–2024. We collected 50 humorous items per event 
(550 items in total). The selection criteria for the 50 items per country that were included in the final dataset were aimed at 
ensuring their diversity in terms of (a) sources of data, (b) genres and formats, (c) specific topics represented within the broader 
topic of a controversial event, (d) professional or amateur creators of the humorous content. However, despite our intention to 
make our dataset as diverse as possible, some of the topics and genres were more prominently represented in our dataset due 
to their general popularity in the initial full datasets. 
The data were collected manually by (a) browsing the most popular humorous media outlets (such as jokes and memes 
aggregators, social media groups and profiles dedicated to humour, satirical news portals etc.) and (b) searching by the keywords 
related to the controversial events in relevant languages in the mainstream and social media of the four countries. 
The humorous items were coded via the multiple choice Qualtrics survey according to several categories that were jointly 
developed by the participants of the above-mentioned CELSA network project: 
- Genre or combination of genres (video recording of an event, photo, cartoon, internet meme (image only), internet meme (image 
and text), internet meme (video), text-only joke, humorous comment, satirical news article, blog post, stand-up performance, 
television comedy, non-humorous comment, or other); 
- Presence of verbal, visual, or both verbal and visual elements; 
- Humour mechanisms (humorous stereotype, sexual innuendo, status reversal or challenging, transgression, grotesque, 
juxtaposition of text and image, parody, caricature, ambiguity, exaggeration, irony, recontextualization, word play); 
- Communication style of the items that had verbal element(s) (direct and/or based on overstatement, or indirect and/or based 
on understatement) (Gudykunst and Ting-Toomey, 1988); 
- Rhetorical format of the items that had verbal element(s) (statements, questions, commands/imperatives, verbless phrases, 
expletives, paraverbal comments, longer texts including several of the above). 
We have also selected 25 most commented items out of 50 per event and coded the comments to those items. The comment 
sections of the humorous items that we analysed were open for anyone to comment; in social media such as Facebook, internet 
users commented using their personal accounts while the comments on news media (including the satirical news portal) were 
anonymous. We looked at the humorousness of the comments (distinguishing between humorous comments, non-humorous 
comments, unlaughter and unclear comments) and their assessment of humorous items (positive/negative/neutral or unclear). 
We also looked at the format of the comments and categorised them in the following way: verbal comments only, emoticons 
only, comments in the form of images/gifs, combination of verbal and non-verbal comments and hyperlinks. For the comments 
that had verbal elements, we also coded their rhetorical format (see categorisation of rhetorical formats above). Finally, we 
calculated the number of meta-comments, comments about the people who posted the items / other users in the comment thread 
and meta-linguistic comments. 
The aim of this quantitative analysis consisted in finding associations between the various variables, focusing largely on the 
associations between particular events and aspects of humorous items, and their related comments.. Numerical values were 
assessed with standard principal components analysis and categorical values were submitted to correspondence analysis. 
Results 
Correspondence analysis of categorical values over the entire set of categorical variables (country, genre, visual/verbal, humour 
mechanism, communication style, and rhetorical format) grouped strongly by country of origin (Fig. 1). In other words, humorous 
items created in response to the events included in the study were quite different depending on whether the humour creators 
and sharers were from Belarus, Belgium, Estonia or Poland. In fact, any greater overlap there only happened between Belarusian 
and Estonian humorous items. This separation prevailed in a majority of combinations of variables; in another instance (Fig. 2), 
the country of origin seemed to determine the various humour mechanisms applied. 
Figure 1. Correspondence analysis of all categories in all humorous items that responded to events; colours denote the humorous 
items’ country of origin. 
[Fig. 1 goes here] 
Figure 2. Correspondence analysis of three humour mechanism variables in all humorous items; colours denote the humorous 
items’ country of origin. 
[Fig. 2 goes here] 
In an attempt to look for differences between humorous items that responded to particular events rather than between the 
countries of origin, numerical results associated with comments to humorous items that responded to a particular event were 
pooled, producing 8 single-country events and a single 3-country (Belarusian, Estonian, Polish) event (Prigozhin’s coup). This 
time, comments were classified into humorous, non-humorous, unlaughter (“this is something not to be laughed at”, see Billig, 
2005, p. 192) and unclear. This is presented in a barplot in Fig. 3: note the differences between comments to humour targeting 
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Prigozhin’s coup in Belarus and Poland (a relative balance between humorous and non-humorous) and the predominantly 
humorous comments in Estonia. 
A similar analysis was conducted in the same way for commenter’s assessment (as positive or negative) of the humorous items 
(Fig. 4). Here, the results were much less clear; visibly positive comments were the highest in two cases of humour targeting 
living politicians: Kaczynski in Poland and Kallas in Estonia. 
As in both of the above cases the differences shown proved to be of no statistical significance, principal components analysis 
was used to better assess comments to the humorous items related to particular events. In terms of humorous/non-humorous 
etc., Polish and Belarusian comments were both quite compact, and Estonian ones differed the most between themselves (Fig.5). 
In terms of positivity, the Polish Daukszewicz case was a clear outsider (Fig. 6) because the humour related to this case inspired 
more negative comments than the humour related to the other cases that we have analysed. Once again, Belarusian and 
Estonian comments to humorous items were quite similar and, at the same time, removed somewhat from those in Poland. 
Within same-country comment pools, the greatest variety was observed in those in Polish; the greatest similarity was that 
between the two Belgian sets. In both PCA analyses, the two principal components (PC1 and PC2) explained almost 100% of 
variance, which makes these results reliable. 
Figure 3. Humorous, non-humorous, unlaughter and unclear comments on humorous items that responded to particular events 
(with separate country categories for Prigozhin’s coup). 
[Fig. 3 goes here] 
Figure 4. Positive, negative and unclear comments on humorous items that responded to particular events (with separate country 
categories for Prigozhin’s coup). 
[Fig. 4 goes here] 
Figure 5. PCA analysis of humorous, non-humorous, unlaughter and unclear comments on humorous items related to particular 
events (with separate country categories for Prigozhin’s coup). 
[Fig. 5 goes here] 
Figure 6. PCA analysis of positive/negative comments to the humorous items related to particular events (with separate country 
categories for Prigozhin’s coup). 
[Fig. 6 goes here] 
Conclusions 
Correspondence analysis of the variables pertaining to the humorous items and comments to them showed that many of these 
variables grouped around the country of origin of the humorous items. Therefore, despite the globalisation of (humorous) online 
communication, national differences still do play a role in humour production. On the humour reception end (i.e. comments to 
the humorous items) the results were slightly more homogeneous in terms of both humorousness/non-humorousness and 
positivity/negativity. However, PCA showed that the differences in humour reception can sometimes stem from the differences 
between particular cases, and also the differences between the countries of origin within a single case, as in the three national 
variations in the case of Prigozhin’s coup. 
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Huminfra is a Swedish national research infrastructure supporting digital and experimental research in the Humanities. It is a 
consortium consisting of 12 nodes across 11 universities and organisations, coordinated by Lund University Humanities Lab and 
is funded by the Swedish Research Council and the consortium nodes. 
Huminfra acts in three domains. 
(1) Huminfra provides users with a single entry point for finding existing Swedish materials, research tools, and experts. The 
web-based information platform www.huminfra.se compiles this information and links to Swedish digital/e-scientific data sets, 
tools, expertise and educational opportunities and makes these easily identifiable and accessible. Huminfra.se contributes to a 
more efficient use of national resources at the cutting edge. 
(2) Huminfra creates and holds new national courses in e-scientific, digital, and experimental methods drawing on the expertise 
at its nodes. 
(3) As of July 2024, Huminfra hosts DARIAH-SE, acting as a national node in the European Research Infrastructure Consortium, 
The Digital Research Infrastructure for the Arts and Humanities (DARIAH ERIC). 
Huminfra’s vision is to strengthen and promote Swedish Humanities and ensure its international competitive edge. Huminfra will 
reinforce research in areas of specific interest to Sweden (cultural heritage, languages spoken in Sweden, national archives) 
and make such research and resources internationally visible and accessible through DARIAH-SE. Huminfra will enhance the 
visibility of the Humanities, create new possibilities for innovation and impact, and promote collaboration with societal 
stakeholders such as cultural institutions, education, health and industry. 
This poster will include examples of activities conducted and planned by the Huminfra consortium, and examplify how this 
infrastructure can contribute to advancing the digital humanities in Sweden as well as in the Nordic and Baltic countries. 
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The access and processing of digital data are expected to transform society, as oil did in the 19th century (Coultry & Mejias 
2019), and lead to new innovations, sustainable business models, and a more equal society. A fundamental part of this 
transformation is the flow of data between different actors (within business, security and welfare, etc.) for different purposes. In 
the digital transformation process, previously analogous data are digitized, and new data emerge, that are collected, coordinated 
and processed, in order to develop new allegedly efficient services.  
This has been a process for years, and today many digital services are intertwined with everyday life. In many cases, life gets 
easier through easy access to digital services – for communication with other individuals (such as family and friends) and 
authorities (for example welfare institutions, societal institutions, and banks). However, in this process, some people benefit, and 
some have, for various reasons, difficulties in keeping up the pace with the digital transformation, and are consequently left 
behind, which is often referred to as an emerging “digital divide” (Van Deursen & Van Dijk 2014; Van Dijk & Hacker 2003). During 
the last decade there has been emerging research on the existence of a “grey divide” (Friemel 2014, Quan-Hase 2018) where 
older people are excluded from the digital transformation. This paper discusses to what extent and how such dividing processes 
affect senior citizens. 
More specifically, in this paper we will present a case-study that investigates how senior citizens in Sweden make sense of digital 
transformation, i.e. what limitations and strategies they experience in their everyday life. It is based on 6 focus group interviews 
with a total of 29 participants between the age of 70 and 85. 
According to the latest report about The Swedes and the internet (Svenskarna och internet 2024), around 50 % among Swedes 
74 years and older use internet on a daily basis while approximately 20 % use it more seldomly. In this group around 30 % 
declares themselves as non-users. It is also in the oldest group, and especially among women, the self-reported need for digital 
help is the highest. It is six times bigger compared to the need among Swedes in working age. Sweden is also of special interest 
in digitalization studies as it stands out as an exception on a global scale. Swedes show high levels of trust in authorities and 
fellow citizens (see, e.g., Delhey & Newton 2005) and have a high degree of internet connectivity (among the top 10 globally, 
see DataReportal 2019). Moreover, they tend to value self-fulfilment while they show low levels of affiliation to traditional 
structures (Sweden being on the top right corner in the Inglehart & Welzel’s cultural map of the world, 2023). Hence, a Swedish 
case can indicate what the future of digital transformation in a global context may look like. 
Our research group examines the tension between the societal process of digital transformation, pushed by political and business 
agendas, and the importance of privacy and individual integrity. In Sweden, contacts with banks, insurance agencies, and 
authorities are made through online services, with a digital identification system at the center of it all – a system issued by the 
banks. Activities such as buying a parking ticket, booking and buying travels or events, and making reservations at restaurants, 
take place online to a great and increasing extent. At the same time, cash is almost not used any more, and for many types of 
purchases (such as buying bus and parking tickets, but also purchases in many regular stores), it has almost become standard 
that cash is not accepted. Instead, card or a digital service for transferring money is the go-to solution. In other words, digital 
services are deeply intertwined with being a citizen. 
The interviews addressed the topics of everyday use of the internet and digital devices, advantages and disadvantages with 
digital technologies, reflections about data collection and digital transformation, and about situations and circumstances that 
could or could not be seen as legitimizing data collection. 
A thematic analysis resulted in identifying the predominant themes of anxiety toward the process of digital transformation and 
digital technologies; the social aspects of these technologies; the experienced lack of control in this process (and various feelings 
associated to this); and the ambiguity of on the one hand being forced into a process, and on the other experiencing new 
possibilities. 
Our results and analysis indicate that for senior citizens, the questions of data collection and personal privacy are less important 
issues than practical everyday concerns. They describe how digital transformation impacts on everyday situations and discuss 
both obstacles and solutions. A recurring theme is the imposed limitations of digitalization. Rather than facilitating everyday life, 
in many cases the transition towards digital solutions is experienced as aggravating. For instance, several interviewees describe 
how they or their friends refrain from taking the car downtown, or travelling by bus, due to how these activities would force them 
to use digital applications they do not master. At the same time, they see the benefits of digital devices in other areas – a majority 
use them to keep in touch with friends and family (through social media and communication apps), to read the news, to watch 
films, and listen to books, etc. Furthermore, many of the interviewees express concern for society in general (rather than for 
themselves), and for the future. Relying on digital solutions is perceived as leading to a more vulnerable society. 
Finally, in light of these concerns, the paper discusses the role of various actors in society in providing support for senior citizens 
for keeping pace with digital transformation in Sweden. Typically, the experience of the senior citizens interviewed is that many 
of the actors who impose digital “services” – who enforce the use of digital devices and applications – like banks, commuting 
and parking companies, and actors in the care sector, do not provide the support needed to comfortably use these services, 
leaving the user in a state of insecurity and often a feeling of insufficiency. The support is rather to be found among friends and 
family, by turning to the municipal library, or by being lucky enough to find an engaged person to ask for help. This, in turn, may 
lead to feelings of vulnerability, shame over one’s experienced shortcomings, and guilt over “using” friends and family. 
Investigating how senior citizens navigate the increasing digitalization of society clearly discloses the extreme pace with which 
this transformation takes place – a pace that it is difficult even for society at large to keep up with. In particular, it exposes many 
of the challenges that accompany digitalization – it highlights the digital divide, and it shows the need for society (and other 
actors) to take responsibility for not leaving groups of people behind. At the same time, it reveals many of the ways in which 
digital services and devices can benefit people. Even though our interviewees expressed worries about the current development 
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and how digitalization enforces unwanted changes in their everyday lives, they also emphasized its positive sides; ways in which 
it facilitates their lives and is used to increase wellbeing. 
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The Icelandic folksong collection of Bjarni Þorsteinsson (1861-1938) was a ground-breaking work when published in the years 
1906 – 1909. The content of the collection is divided into two parts; songs found in various manuscripts and previously published 
sources, and songs collected from oral history from a number of informants. In the collection, information about each song can 
be found along with information about the informants, known origin of the song, different variants from other informants and most 
importantly the notation of each song. Bjarni Þorsteinsson was a priest in northern Iceland, educated in music and had a passion 
for preserving older folk music in a time where newer songs were getting more popular with the risk of the older songs being 
forgotten. Using similar methods as other folklore collectors at the time, for example the folklore Jón Árnason, he collected both 
by himself and got material from colleagues who collected for him.  
The collection, republished as one book in 1974 has been digitized by the National Library of Iceland on the website Baekur.is 
(e. books.is) which gives access to digital reproductions of old Icelandic books with the aim of enabling access to all published 
books prior to 1870. However, when it comes to notations, that digital version is limited to only images of the scanned pages.  
This abstract presents a pilot project where notations were made digital using musical score software, a work that was carried 
out as a summer job for a student in music with a background in folk music. In this pilot project we only focused on the part of 
the collection that consists of songs collected from oral history since it gives ways of linking it to the etymology collection of the 
Árni Magnússon Institute for Icelandic Studies which consists of audio recordings, many of which include singing or playing of 
folksongs. The result of this work, around 600 digital notations, has been made available at the website Ismus.is which is a 
database of Icelandic folk tradition and musicology. The website Ísmús contains for example Sagnagrunnur, a database of printed 
Icelandic folk legends, digital access to the previously mentioned audio archive and a database of folk poetry among other data.  
The result of this project has been made available as part of the website. Users can listen to the songs in the digitized folk song 
collection, download them as MusicXML files and search for songs using a simple melody-based search engine. The database 
also links informants and collectors of music to a wider context since many of these people were also informants in other relevant 
collections, for example informants of folk legends.  
In the presentation, the digital methods used in this project will be discussed. It will be demonstrated how notations have been 
thought of as data and converted to a system of coding that approaches the music as simple data with the possibility of searching 
for a part of melody and similar melodies. Experiments in the early stages on how to link the notations to sound data in the audio 
archive will also be explored. Our work will also be compared to other similar projects, for example the music part of the collection 
Finlands svenska folkdiktning which has been made available digital by Svenska Litteratursällskaped i Finland (Swedish 
Litteratus Society of Finland) and the Dutch Song Database made by Meertens Institute in the Netherlands.  
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In recent years, the term “DH ecosystem” has been used more and more frequently, usually referring to the national level 
(Pawlicka-Deger 2022). With the strengthening and expansion of EU research consortia such as CLARIN and DARIAH, there is 
a need to move from the level of analysis and improvement of specific DH tools and resources to the level of not only DH 
infrastructure, but even the whole ecosystem. Also from a national perspective, it is essential to map the local DH ecosystem in 
order to avoid duplication of functions and to ensure a more rational use of public funding, as most DH tools and resources are 
developed and maintained with public money. This is particularly important in small and relatively poor countries with shrinking 
populations such as Latvia. 
The Latvian DH ecosystem started to emerge in the late 1950s (Skadiņa 2021). In the last 15-20 years, the number of DH tools 
and resources has grown particularly intensively in various fields of humanities (Daugavietis et al. 2022), including linguistics 
and language technologies (Grasmanis et al. 2023, Paikens et al. 2023, Saulīte et al. 2022, Saulīte&Darģis et al. 2022, Juško-
Štekele&Kļavinska 2022), literary studies (Eglāja-Kristsone 2022), history, cultural heritage, folklore and other disciplines 
(Apenīte et al. 2022, Ernštreits 2019, Reinsone & Laime 2022). Most of the DH tools and resources used in the academy and 
citizen science are developed by public institutions (universities, libraries, archives, museums). The Republic of Latvia has a 
unitary and centralised state structure, but this is not the case for DH tools and resources, even though they are built and 
maintained with public funding (including EU). They are created and maintained by relatively independent institutions belonging 
to different fields (research, heritage conservation), e.g. university institutes. At the same time, science policy makers have an 
interest in ensuring that the infrastructures and specific tools and resources in the Latvian DH ecosystem do not duplicate 
functions and that the field as a whole is not unnecessarily fragmented. It would also be important to understand the current 
open science practices in the ecosystem of digital humanities resources and tools. 
We are conducting research for the Ministry of Education of the Republic of Latvia in the project “Towards Development of Open 
and FAIR Digital Humanities Ecosystem in Latvia (DHELI)”, where one of the tasks is to map the Latvian DH ecosystem and 
inventory specific DH tools and resources. Conceptually, this means defining the current ecosystem of digital humanities 
resources and tools, which will be used and further documented in the future DARIAH-LV framework. In practice, this means 
creating an inventory tool that will be used to test each of the ~100 tools and resources included in our 'Latvian DH Tools and 
Resources Database'. 
In this paper we will outline the main points of discussion and potential problems in working on this work. From the challenges 
in creating and classifying the Latvian DH tools and resources sample database (as the same evaluation criteria cannot be 
applied to different tools and resources), to the technical challenges of the inventory. A separate but very important issue is the 
communication of the inventory results with the study client and the developers and maintainers of DH tools and resources 
themselves. 
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Recent discussions tend to describe the philosophy of medicine as (a) a branch of the philosophy of science and (b) a field 
distinct from medical ethics (e.g., Gifford 2011; Reiss & Ankeny 2022; Schramme 2017). For instance, Thompson & Upshur 
write: “We treat philosophy of medicine as a branch of philosophy of science. Consequently, ethics does not play a large role” 
(2018: 5). Others, while conceding that medical ethics is a branch of the philosophy of medicine, still insist that it is possible to 
discuss the philosophy of medicine without engaging with medical ethics (e.g., Stagenga 2018). If these characterizations are 
accurate, there should exist various observable patterns (citation patterns, publishing patterns, patterns in the topical composition 
of papers, patterns in the self-identification of practitioners, etc.) that could be studied by triangulating various metascience 
approaches. 
In this paper, we attempt to delineate and characterize the philosophy of medicine in a data-driven way. Most centrally, our 
question is whether there is a detectable and characterizable distinction between the philosophy of medicine and bioethics. While 
our primary aim is to contribute to the understanding of the philosophy of medicine, we also hope that our approach can be used 
more broadly to study how academic disciplines — including those within the humanities, as is the case in the present study — 
relate to their neighboring fields. To achieve this, we draw on several data sources (e.g., a full-text corpus of approximately 
twenty thousand articles from seven leading journals in philosophy of medicine and bioethics, Web of Science incoming and 
outgoing citation data for these articles, self-selected keywords scholars use to describe their areas of interest on Google 
Scholar) and apply several analytic approaches (e.g., topic modeling, community detection algorithms, citation analyses). 
Triangulating several different metascience approaches produces the following picture: While the data-driven characterization of 
the philosophy of medicine reliably captures classical issues associated with a relatively narrow understanding of the philosophy 
of science (e.g., discussions on causality and explanation in medicine, the epistemology of medical diagnosis, concepts of 
disease and health), it also captures topics that require a broader notion of the philosophy of science (e.g., phenomenological 
and biopolitical reflections on medicine, the role of religion in medical practice). Furthermore, while the philosophy of medicine 
seems distinguishable from medical ethics along several parameters (from association with different sets of journals to 
differences in the self-identification of practitioners), this distinction is somewhat problematic due to several factors. First, 
metaethical reflections on bioethics (most notably the principlism debate) are firmly rooted in the philosophy of medicine, 
prompting a qualification of the claims that “ethics does not play a large role” in the philosophy of medicine. Second, philosophical 
discussions on beginning-of-life issues (most notably debates on the metaphysical and normative status of embryos) exhibit 
patterns that do not align neatly with a clear distinction between the philosophy of medicine and bioethics. While these debates 
have some properties strongly associated with the philosophy of medicine (e.g., a relatively high rate of citations to philosophy 
journals and framing in terms of conceptual analysis), they also have properties unusual for the philosophy of medicine (e.g., 
they are more prominent in bioethics than in philosophy of medicine journals). 
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The aim of this research is to investigate the main features of the German-speaking tradition of staging Henrik Ibsen’s Ghosts 
with a focus on the tragic approach to the play. Germany is the country that most performed Ghosts worldwide, whereas German 
is the language that has been most used to perform the play. This is the premise to turn to the German aesthetics to investigate 
its long-lasting tradition in staging Ghosts and its impact on the other theatre cultures’ approach of Ibsen and of this play 
specifically. 
Methodologically and theoretically, the analysis combines the use of Digital Humanities tools such as graphs, maps and networks 
based on the Ibsen Stage database with theatre historiography tools. It also addresses the relationship between Ibsen and the 
concept of tragedy on the German-speaking stage. 
Graph, map and network visualisations based on IbsenStage indicate a rich tradition of staging Ghosts as the most popular Ibsen 
play on the German-speaking stage. 
Firstly, the graphs indicate three powerful moments in the German reception of Ghosts: the early reception (1894-1928); the 
post-war reception (1946-1950, 1969-1989); and the contemporary reception (1997-2016). Graphs also indicate the most 
influential institutions that contributed to the dissemination of the play during the abovementioned periods. Further contributor 
statistics based on IbsenStage indicate that the engagement with Ghosts of theatre practitioners like such as actors, directors 
and designers revolve around these institutions. 
For instance, the early reception period is dominated by Deutsches Theater, Städtische Theater Leipzig and Das Ibsen-theater 
aus Berlin. These institutions/companies staged Ghosts mainly between 1899 and 1928 and reveal different approaches to 
Ibsen’s play ranging from naturalism/realism to expressionism. This variety of perspectives suggests also a different a treatment 
of the tragic aspect of the play, where the naturalist/realis vs. the expressionist lens come with different proposals to the audience. 
The post-war period between 1946-1950 highlights the interest of the company of Albert and Else Bassermann in Ghosts, which 
they toured with in 50 different cities. The company takes one step further the naturalist and the expressionist legacy of staging 
Ghosts on the German stage as Albert Bassermann started his career under the guidance of Otto Brahm, but continued his 
training and acting career under Reinhardt’s guidance at Deutsches Theater, while also working at Lessing Theater. Else was 
his wife and her career was mostly tied to Max Reinhardt and Deutsches Theater. 
The German-speaking tradition of staging Ghosts has a Swiss twist to it in 1980 with the company Bühne 64 taking the main 
stage. The company’s production reveals itself at the most powerful moment in the performance history of staging Ghosts on the 
German-speaking stage and an influential moment in the global reception of the play too in ‘80s. 
The next powerful moment of Ghosts on the German-speaking stage takes place between 1997-2004 with the following two 
productions: A co-production of Theater des Ostens and Konzertdirektion Schlote (1997-2000) which marks the second most 
powerful moment in the reception of Ghosts on the German stage; and the production of Fränkisches Theater Schloss Maßbach 
(2004). 
The interest in Ghosts decreases slightly on the German stage after 2006 which marks the Ibsen centenary and a moment of 
expansion in terms of productions worldwide. Yet two other companies make their contribution to disseminating Ghosts: Theater 
58 (2009-2011) which marks another Swiss moment in the German-speaking reception of Ghosts, reaching mainly Swiss cities; 
and the company Markus&Markus (2015-2016) which points at recent trends in the approach of Ibsen on the German-speaking 
stage. Their production is part of a larger project entitled the Ibsen Trilogy which also includes John Gabriel Borkman and Peer 
Gynt, with Ghosts as the play that the company staged the most. 
Secondly, the map visualisations indicate a decentralised geographical distribution, with the play being staged in both German, 
Austrian and Swiss cities. This also points at the impact of the touring activity of the private theatres and companies that 
disseminated the play across the German-speaking stage. 
Thirdly, the networks highlight the complexity of the German tradition in which tensions between contrasting perspectives, as 
well as aesthetic intertwinings marked the staging of Ghosts, mainly until the end of WWII. The networks also point at the impact 
of the German approach to staging Ibsen on the European and American theatre traditions. 
Finally, the visualisations highlight a complex mechanism of aesthetic transmission in the reception of Ghosts on the German 
stage with naturalism and expressionism as the two main tendencies as early as the end of the 20th century. Echoes of the 
tensions between naturalism and expressionism emerge also in the contemporary reception of the play in the 21st century. In 
analysing the expressionist legacy, the understanding of tragedy and its embodiment on stage is key for the analysis of the 
evolution of the tragic form not only in the German, but also more widely in the European and American reception of Ibsen. 
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This workshop aims to explore speech-oriented research in non-speech-centric disciplines. 
Research that involves speech and spoken interaction routinely encounters significant challenges and pitfalls in analysis and 
experiment design. Despite these hurdles, many fields rely heavily on understanding spoken communication, whether in oral 
history, social sciences, medical diagnostics, or the arts. In the areas of speech technology and speech science, at least some 
of these hurdles are known, as are some of their solutions. However, there remains a lack of collaboration and knowledge 
exchange between speech-centric disciplines and disciplines in which speech and spoken interaction is a central part, but not 
the topic of study per se. 
The workshop will focus on two main strands: studies involving live participants, such as recordings or analysis of live interactions, 
and studies involving the analysis of existing data. The former involves considerable methodological as well as technical and 
ethical issues, while the main pitfalls in the latter involves the appropriateness and reliability of analysis methods and the reliability 
and appropriateness of the data given the research question. 
The half-day workshop on "Speech-oriented research" recognises the need for greater coordination of interdisciplinary 
collaboration involving the analysis of or experimentation with speech and spoken interaction. Situated within the context of 
digital humanities, where traditionally non-technical fields increasingly engage with data and technology, this workshop brings 
together researchers from various domains to discuss the complexities of studies involving spoken human communication. 
A preliminary half-day (afternoon) agenda includes the following, with roughly 1h per item, including breaks: 

• An introduction to the workshop and its participants. Includes some examples of innovative collaborations 
(organisers) 

• A keynote (invited external speaker) 
• Poster presentations focussing on practical matters: experienced problems, successes, research questions, 

data sets. Submission and solicitation. Editorial review; choice based on a balanced set of presentations. 
(Accepted contributions.) 

• An open discussion of themes gathered from the presentations. Structured questions for which we propose 
answers. (All, potentially in groups.) 

• Interest in forum; interest in participation in white paper authoring, interest in participation in general 
organisation, interest in Dagstuhl proposal writing (all; the latter may be excluded from open discussion 
depending on number of participants). 

• Concluding words. (short) 
• Social event 

1. Information about the organisers 
Jens Edlund holds a PhD in Speech Communication and a Docent in Speech Technology. He is a full professor at KTH Royal 
Institute of Technology in Stockholm, and the Director of Språkbanken Tal, the speech branch of the Swedish National Research 
Infrastructure Nationella språkbanken, as well as the head of the KTH representation in the National Research Infrastructure 
HumInfra. He is responsible for CLARIN SPEECH, a CLARIN ERIC K-centre focusing on speech technology in the humanities 
and social sciences, and for the KTH participant in the Swedish Dariah membership. 
Edlund’s research is highly interdisciplinary, and he is currently the PI of a handful of interdisciplinary research projects ranging 
from accessibility research to conceptual development in parliamentary discourse. He has published well over 100 peer reviewed 
journal and conference articles with speech and spoken interaction is a common denominator in a range of disciplines. 
Ambika Kirkland is a PhD student at KTH. One main interest is analysis of human perception of different types of speech, where 
she experiments with different technologies ranging from web-based perception experiments to EEG. 
Axel Ekström is a post-doc In the University of Zurich. His work investigates the origin of speech from an acoustic and articulatory 
perspective, and spans humans, primates, and other mammals, and involves among other things attempts at clarifying 
terminology and methodology issues that arise when borrowing methods from one field to another. 
Christina Tånnander is a speech technologist at the Swedish Agency for Accessible Media and an industrial PhD student at KTH. 
Her work includes evaluation methods that puts the human needs in the centre, and sits in the cross-section of several relatively 
disparate fields. 
Ghazaleh Esfandiari is a PhD student at KTH. She studies multimodal, multiparty human interaction in for example meetings, 
borrowing questions and methods from several disciplines. 
Jim O’Regan is a PhD student at KTH. He works on new methods of processing large amounts of existing speech, mainly from 
historical archives and/or under-resourced languages. He is involved in several projects where non-speech-centric researchers 
investigate speech-oriented phenomena. 
2. Expected outcomes 
The long-term goal is an increased awareness and willingness to collaborate on speech-oriented questions. 
The practical goals are: 

• A white paper. Workshop participants as well as external authors will be invited to participate. 



 

 57 

• An international interest group (potentially, at some point, a formal SIG) with a structured forum (e.g. a mailing 
list). 

• A Dagstuhl proposal to continue work on best practices and methods of information sharing between disciplines 
that avoids constraining individual disciplines. 

• Finally, as a result of the Dagstuhl, a continued regular workshop. 
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This paper introduces the research and educational resource Mapping Saints, built by the research and digitization of cultural 
heritage project, Mapping Lived Religion. The Medieval Cults of Saints in Sweden and Finland (MLR).[1] The main of the project 
– and its main publication – was the creation of this digital resource to enable new, interdisciplinary approaches to the study the 
cults of saints. Moreover, the project was responsible for enabling the digitization of two cultural heritage collections: the analogue 
card catalogue, Iconographical Index of Ecclesiastical Art in Sweden (Ikonografiska registret) at the Swedish National Heritage 
board, and the collection of photographs of ecclesiastical art taken by Lennart Karlsson, held by the Swedish History Museum, 
and previously available as low-resolution images in the database Medeltidens bildvärld (Liepe and Ellis Nilsson 2021). The 
public interface was launched in November 2024. 
The digital portal Mapping Saints contains a backend with a relational database and REST API, as well as a frontend with GIS 
map visualization. It was built in part by applying and testing the possibilities of linked (open) data. The paper will critically reflect 
on the digital methods applied in the project which are of importance to medieval religious studies, a long-established field. The 
project aimed to apply linked (open) data principles wherever possible to ensure sustainability. Thus, the resource uses unique 
internal identifiers and identifiers from authority databases, and it applies standardized vocabularies and structured data. 
Applying research-driven digitization, the MLR-project worked with an overarching theoretical focus of “lived religion”, that is how 
religion was lived or done (Ellis Nilsson et al. 2022). Rather than focussing on religious beliefs, this theoretical approach explores 
the practice of religion as it was manifested in the landscape and through the lens of the cults of saints. Of primary interest in 
this case are the expressions of the veneration of saints from 1164-1593, i.e. from the establishment of the medieval Uppsala 
church province, until its definitive end at the Uppsala Synod. Thus, it is this timeframe and research focus that users of the 
resource gain access to. In addition, the resource can even give insights into the period before and after the main period of 
investigation (the 17th and early 18th centuries), even though these results are fewer. 
The foundation of the resource itself rests on its place register and the project’s approaches to spatial analysis of past 
phenomena. The geographical boundaries of the project’s research framework – the ecclesiastical province of Uppsala – provide 
the basis for the map design. This region included most of present-day Sweden, as well as Finland and the Karelian peninsula. 
This demarcation was made to better mirror medieval circumstances in analyses and geographical visualizations of the cult of 
saints in this period. Moreover, uniquely, even geographical points outside of this region are included if they are connected to 
lived religion undertaken by individuals from Sweden and Finland, for example, pilgrimages. 
The methods involved in creating digital representations of medieval space included linking and combining diverse spatial data 
from digital and analogue resources. With some places, exact coordinates are available. GIS requires specific coordinates for 
all places; however, some places have uncertain coordinates, while some data is of a less exact and broader geographical area, 
such as a diocese. The map does not contain polygons to represent these latter types of areas; instead, it uses points, for 
instance, a diocese is a point next to the cathedral. 
For places in Sweden, the initial development of the place register was partially achieved by harvesting and merging data from 
two databases: the Swedish National Heritage Board’s database of archaeological sites and monuments Fornsök and 
Bebyggelseregistret (a register of built cultural heritage in Sweden). These provided the location of ruins and excavation sites 
and historical buildings, such as churches, as well as coordinates for archaeological finds of disused chapels and holy wells. 
For Finnish places, the Finnish Heritage Agency’s database (kyppi.fi, archaeological sites and building heritage), 
Valtakunnallisesti merkittävien rakennettujen kulttuuriympäristöjen (RKY), and Karl G. Leinberg’s Finlands territoriala 
församlingars namn, ålder, utbildning och utgrening were first consulted to make it possible to compile places and their 
coordinates. 
In a few cases, coordinates have also been determined based on the provenance of artefacts (e.g. objects and parchment 
fragments) and spatial references from medieval narratives (e.g. miracle stories). 
As part of the development process, it was found necessary to create new analytical concepts, such as ‘cult manifestation’. This 
refers to when evidence for a saint’s cult is manifest, represented by a particular item, in a particular location, and during a 
specific time-period. It can refer to physical objects, buildings, and landscape features, as well as immaterial phenomena such 
as narratives, feast days, and devotional acts (Ellis Nilsson et al. 2023). As cult manifestations and places are central tenets to 
the project’s research, the database is structured around these two database tables. 
Moreover, in order to deal with the plethora of dates and dating practices for the various source categories, it was necessary to 
develop a concept and common denominator. Termed the functional period, this field indicates the date – usually an interval – 
when the cult manifestation was active. The min-max from this field is connected to the resource’s time-slider, enabling temporal 
visualizations and analysis. 
The paper concludes by providing two concrete cases which show the usefulness of Mapping Saints for research into lived 
religion: the inclusion of altars as unique places and the analytical possibilities of identifying and mapping previously unknown 
medieval individuals. In the future, this resource can be linked with other digital resources – in particular, ‘linkable silos’ – created 
by research-driven projects. Throughout, the paper will also critically assess the place of Mapping Saints in the wider context of 
the creation of bespoke tools for research projects in the digital humanities. 
[1] Acknowledgement is hereby made to the contributions of the core MLR project members listed here in addition to those 
participating at the conference: Lena Liepe, Sofia Lahti, Vilma Mättö, Steffen Hope, Benjamin Allport, Johan Åhlfeldt, Julia Beck, 
and Kristin Åkerlund. 
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To create the first digitally accessible corpus of Latvian music texts, we used text aggregation from an archive of digitized Latvian 
newspapers at the Latvian National Library (LNB). By broadening the definition of what counts as a music text, we aimed to 
facilitate access to texts about music located outside of the known musical periodical editions and genres of music journalism. 
We address several research problems: facilitation of access to digitized sources of Latvian musical periodicals; integration of 
digital humanities into the discourse of Latvian historical musicology; promotion of explicit description of the process of data 
acquisition from digital sources. 
The timescale of the corpus covers accounts of music texts published in the 19th century up to musical thought from modern 
newspapers. To select the primary collection of texts for candidates to include in the corpus, we used a music related keyword 
(f=147) list from manually compiled pilot corpora. By close reading of findings we finetuned the search algorithm in order to 
reduce the amount of false positive results. 
In our paper, we address the conceptual issue of defining what is a text about music, alongside more customary obstacles of 
corpus curation – inconsistent orthography, and data use restrictions. Discussing preliminary results, we touch upon the further 
potential directions of research, among them, the inclusion of generative large language model API in the workflow, which was 
experimented in the research to automate the typology of music text genres, but was beyond the primary goal of the current 
research. 
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Endangered languages and cultures are often characterized by fragmented or insufficient documentation, scattered archives, 
and limited resources—both financial and human—for processing and digitizing collections to transform them into digital 
resources and tools. Such communities are also profoundly influenced by majority cultures, often resulting in a decline in the 
number of proficient speakers and limited access to archival materials, such as folklore, that are “locked” behind language 
barriers. 
Livonian, an indigenous language of Latvia, is no exception. With a community of approximately 1,000 members scattered across 
Latvia and fewer than 20 fluent speakers, Livonian represents a critically endangered language facing significant challenges. 
While there is a growing interest in language acquisition and heritage reclamation, access to these resources remains a key 
challenge that digital tools and resources could address. 
One of the most significant intangible heritage collections for Livonian is the handwritten collection of Livonian legends and folk 
tales housed at the Estonian Literary Museum. Collected during the 1920s and 1930s, this material originates from a time when 
Livonian was still an everyday language within a cohesive community. This collection, which accounts for nearly one-third of all 
written Livonian texts, is not only invaluable as a repository of intangible heritage but also as a linguistic resource, bridging 
classical written texts and spoken language. 
Over recent decades, significant efforts have been undertaken at the University of Latvia Livonian Institute to digitize and 
integrate this collection into a digital Livonian language corpus. Central to this initiative are approaches that ensure the 
multifaceted use of the created resources. These include the development of a corpus, vocabulary and morphology data, text 
collections, and resources for building machine translation and speech solutions, as well as tools that enable non-proficient users 
to access the collections’ contents and overcome language barrier. 
Crucially, the involvement of fluent Livonian speakers has been integral to this work. Their expertise has been applied to the 
transliteration of texts, the provision of sound recordings, annotations, and raw translations, making the collection more 
comprehensible, audible, and usable not only for researchers but also for language learners and those seeking to build a Livonian 
language environment. At the same time, it has provided speakers with the rare opportunity to immerse themselves in a Livonian 
language and heritage environment—an invaluable experience given the small and scattered number of speakers. This initiative 
allows them to practice the language actively and contribute to the community. 
This presentation will describe approaches to creating multi-purpose and resource-efficient digital resources and tools that serve 
both the academic community and the needs of an endangered language community. 
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The MEET corpus is a collection of annotated recordings of three-party meetings in which the participants took part in 
collaborative decision-making. We present work where social science meets speech science and speech technology and 
demonstrate how a bespoke annotation scheme combined with programmatic and task-dependent interpretations of the 
concepts “proposition”, “question”, and “decision” affords an incremental and operationalised view of the process of arriving at 
group consensus. The outcome of this process is an incremental and dynamic model that, although it is designed to target a 
specific set of research questions, can serve as a basis for a wide range of investigations. The model is able to show a snapshot 
of the current state and the propositions and decision points that led there at any given time in the conversation, and can be 
extended to a range of other, similar tasks. 
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Recently, work in computational literary studies has examined cultural change through the similarity of literary works across time 
(Barr´e 2024; Griebel et al. 2024; Liddle 2019). Along the same lines, this presentation examines how Danish literature evolved 
during the Modern Breakthrough period (1870–1899) through shifts in similarity, focusing on literary influence between works 
that are canonical today and the broader literary field of the time. 
This work focuses on novels’ textual profiles—specifically represented by text embeddings—to trace shifts in textual similarity 
across novels. These profiles allow us to connect the historical transition to Realism in the Modern Breakthrough with the internal 
dynamics of the literary field, offering a data-driven perspective on canonical and non-canonical evolution. 
Previous work seeking to distinguish canonical and non-canonical works has predominantly relied on feature engineering, using 
linguistic metrics and information theory to show, for example, how canonical texts exhibit higher levels of reading difficulty than 
more popular works of literature (Algee-Hewitt et al. 2016; Bizzoni et al. 2024; Wu et al. 2024). However, few studies go beyond 
selected features of the stylistic dimension when examining the canon. To capture the multidimensional nature of literature, we 
use doc- ument embeddings, which encode stylistic and semantic features of a novel at various levels (Wang et al. 2023; Terreau 
et al. 2024; Reimers and Gurevych 2019). 
This work draws on a corpus of 839 novels (including 114 canon novels) representing the production of Danish novels in the 
period. Using diachronic comparisons with rolling windows and cosine similarity, we show that internal diversity within both 
canonical and non-canonical categories increased over time. This reflects a more streamlined literary culture aligned with the 
Modern Breakthrough, as genres like the historical novel declined and Realism emerged as a dominant trend. Moreover, we 
show how canonical novels initially stood out with a distinct textual profile, which non-canonical novels gradually approximated, 
making the canonical novels appear as “trendsetters”. 
As embeddings are inherently opaque, we supplement our analysis with more trans-parent stylistic features – including word 
count, textual diversity, word length, sentence length, and readability measures. This parallel analysis corroborates the findings 
from our embeddings-based approach and suggests connections between abstract document representations and tangible 
stylistic characteristics. 
Ultimately, this study demonstrates the utility of embeddings in tracing changes in literary culture, providing insights into the 
canon’s role within the dynamics of a broader literary field. 
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World cities are defined by many scholars not only as major urban settlements found around the globe, but as influence hubs of 
economic, cultural, geographic, and technological innovation. It has been proposed by many authors (Sassen, Castells, Knox) 
that they conform an independent ecosystem, stranged from their respective national territories cultural norms. In this article we 
explore the possibility of detecting a world city ecosystem under the paradigm of information behaviour, yet challening geographic 
location as the only determining factor. Thus we use two types of news outlets placed at eight world cities internationally as a 
proxy: seven newspapers of record (The Times, The Irish Times, Le Figaro, Die Welt, NZZ, La Stampa, El País) and one 
suburban newspaper: Chicago Daily Herald. Our observational time covers twenty years (1999-2018). We frame our analysis of 
information behaviour under the Theory of Social Acceleration, that states that rush is a side effect of increasing waves of 
technology arriving to society. By defining narrative units as triplets of Subject-Verb-Object (in dialogue with Franzosi and 
Fernández Fernández et al.), we quantify the number of SVO triplets found in our dataset of newspapers across our observational 
time, seeking to detect whether it is possible to find similar rates in all our newspapers, as they are all headquartered in world 
cities (London, Dublin, Paris, Berlin, Zurich, Turin, Madrid, and Chicago). Our results show a shared information ecosystem 
formed by the seven newspapers of record where it is possible to detect incrementing rates of SVO triplets over time, and 
therefore, empirically validating the theory of social acceleration. However, Chicago Daily Herald, a suburban newspaper 
headquartered in Chicago, and therefore, also located at a world city, shows patterns of speed deceleration (decreasing numbers 
of SVO triplets over time), consequently challenging the geographic location as the only factor to consider in the formulation of 
the world city theory (at least from an information perspective). 
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The tutorial introduces the methodology used for the presentation "The Speed of the West" by the same authors. 
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Introduction  
In line with the theme of DHNB 2025, Digital Dreams and Practices, this panel will explore some of the key ethical issues inherent 
in and raised by DH practices. The panel strives to initiate a reflective and critical discussion on the challenges of practicing what 
we call ‘Responsible DH’ - DH practices in academia and the GLAM sector that strive to explicitly consider the ethical, social and 
political challenges of representation, sustainability, fair use of data, bias and inequalities. The panel will also examine the 
societal and environmental impacts of the use of emerging technologies, including artificial intelligence and large-scale data 
analysis. 
With vast amounts of data being digitized, shared, and analyzed, questions of who owns this data, who has access to it, and 
how it should be used becomes increasingly central (Proferes, 2020). The digitization of cultural artifacts and texts also raises 
questions about who is represented in digital spaces and how and by whom. This has led to concerns about digital colonialism, 
where DH practices may reproduce historical imbalances of power, particularly in the representation of non-Western cultures 
(Stobiecka, 2020; Risam, 2018). Such questions regarding power imbalances become particularly pertinent in projects where 
Western researchers and developers collaborate in projects with partners in the Global South or that represent marginalized 
groups. 
In addition, the increasing reliance on algorithms and machine learning in digital humanities projects raises questions about 
discrimination and bias. For example, text-mining projects may inadvertently favor certain types of language, literature, or data 
over others, thus reinforcing existing societal biases (Fiormonte, 2012). Last but not least, digital projects often require significant 
resources in terms of energy and water, raising concerns about their environmental impact and sustainability (Nowviskie, 2015). 
The panel discussion aims to bring together academics and practitioners that through their positions and experience of 
participating in ‘responsible DH’ projects will provide different complementary perspectives on these issues. 
Expanding on these points, the panel will delve deeper into the ethical implications of data ownership and access. As data 
becomes a valuable commodity, the question of who controls this data and the power dynamics involved in its use becomes 
crucial. (Allington et al. 2016)The panel will discuss how to ensure equitable access to data and prevent monopolization by a 
few entities. 
Furthermore, the representation of diverse cultures in digital spaces will be scrutinized. The panel will explore strategies to avoid 
digital colonialism and ensure that digitization efforts do not perpetuate historical injustices. This includes discussing best 
practices for collaborating with partners in the Global South and marginalized communities to ensure their voices are heard and 
respected. 
The role of algorithms and machine learning in DH projects will also be a focal point. The panel will examine how these 
technologies can inadvertently reinforce biases and what measures can be taken to mitigate such risks. This includes discussing 
the importance of transparency in algorithm design and the need for diverse datasets to train these systems. 
Finally, the environmental impact of digital projects will be addressed. The panel discussion will touch upon ways to make DH 
practices more sustainable, such as using energy-efficient technologies and considering the lifecycle of digital projects. By 
bringing together a diverse group of experts, the panel aims to foster a comprehensive discussion on how to practice responsible 
DH in a way that is ethical, inclusive, and sustainable. 
Panel structure (90 minutes in total) 

1. Introduction (10 minutes): The moderator (Mats Fridlund) will set the stage, providing an overview of the 
panel's theme and introducing key discussion points around responsible DH. 

1. Individual presentations (5-7 minutes each): Each panelist will provide a short presentation reflecting on 
their experiences and insights regarding ethical issues in DH within their areas of DH practice. These 
presentations will focus on the following questions: 

• What ethical issues and potential corresponding strategies are involved in developing DH projects (e.g., 
collecting and training on data)? 

• How can we address imbalances in collaborations between different institutions or regions? 

• What are the environmental sustainability concerns, including energy and water consumption, of digital 
projects? 

• What principles or approaches should guide the development of responsible DH practices? 
1. Joint discussion (45 minutes): 

A joint discussion where panelists will engage with key questions, discussing potential strategies, principles 
or interventions for addressing ethical challenges in DH practices. 

Outlines of individual contributions 

• Fedir Androshchuk (National Museum of the History of Ukraine): Ukrainian archaeologist specialist in the 
field of Scandinavian studies and Director General of the National Museum of the History of Ukraine and 
member of the executive board of European Association of Archaeologists, He is a participant in the Swedish-
Ukrainian Saint Sophia project, which aims to preserve a millennia of graffiti and wall paintings threatened by 
destruction due to the ongoing war with Russia. 
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• Dorna Behdadi (University of Gothenburg): PhD Practical philosophy, Researcher in AI Ethics at the 
Gothenburg Research Infrastructure in Digital Humanities (GRIDH). This presentation will focus on providing 
a general outline of various ethical questions raised by, or in conjunction with, DH practices, as well as charting 
various strategies or approaches for how one may address such challenges. 

• David Berry (University of Sussex): Professor of Digital Humanities (Media and Film). Drawing from his 
extensive work on critical theory and digital humanities, this contribution will examine how we can develop 
more responsible approaches to computational practices in humanities research, particularly in relation to 
questions of power, digital materiality, and the political economy of digital tools and platforms. 

• Valerie Shafer (University of Luxembourg): Professor in Contemporary European History at the C²DH 
(Luxembourg Centre for Contemporary and Digital History) and Associate Researcher at the Center for 
Internet and Society (CIS – CNRS UPR 2000). This presentation will explore how researchers can balance 
the objectives of historical documentation with ethical considerations in digital heritage research, particularly 
when dealing with personal data and born-digital materials. 

• Jens Zingmark (Dawit Isaak Library): librarian at the Dawit Isaak Library of the City of Malmö and a one 
project leader for Banned Books Week in Sweden. His work concerns promoting freedom of expression and 
raising awareness about the censorship of literature worldwide, emphasizing the crucial role of libraries in 
protecting intellectual freedom. He is working with GRIDH in the DIDOC-project to use Omeka-S to develop 
an online bibliography database of forbidden literature worldwide 
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1. Introduction 
The threat of ‘international terrorism’ became an urgent issue in Swedish and Western public discourse around 1970 (Hansén 
2007; Brodén et al. 2023). At the time, the violent tactics used by sub-state militants drew significant international attention. In 
fact, research has shown that it was not until then that the modern notion of terrorism emerged, drawing together a range of 
violent tactics (aircraft hijackings, political assassinations, bombings, hostage-taking, etc.) in another way than before 
(Stampnitzky 2013; Zoller 2018). Rather than as brutal political violence in local conflicts, primarily in Global South, terrorism 
became interpreted as a specific transnational threat, epitomised by the Palestinian skyjackings starting in 1968 and the attack 
against Israeli Olympic team members at the 1972 Summer Games in Munich. Now, terrorism was perceived as impacting the 
foundations of modern societal order, affecting the security of authorities and civilians as well as diplomatic relations and global 
communication networks. However, different public forums, such as newspapers, political debates, etc., continued to interpret 
the concept of terrorism in diverse ways, producing different discourses that reflected their particular cultural frames, agendas 
and audiences.  
2. Purpose and aims 
The project connects to the conference call for proposals to explore “the integration of traditional humanities scholarship with 
computational techniques” through an intellectual history (history of ideas) and history of concepts study that uses digital text 
mining and methods from corpus linguistics to conduct a comparative historical study of the political concepts of ‘terror’ and 
‘terrorism’ during the Cold War. In particular it marries the traditional approach of studying the development of a periode’s (the 
Cold War) cultural discourse is shaped through analysing the public debate regarding a cultural issue or concept (terrorism) on 
a significant national public area (Swedish cultural periodicals) where involves prominent authors, public intellectuals, and 
politicians, with the use computational methods. This takes its inspiration from and contributes to recent development of the use 
of digital methods within intellectual history (see among others: Edelstein 2016, Hill 2016, London 2016, Tolonen et al. 2021, de 
Bolla 2023). 
Building on a previous pilot study (Fridlund et al. 2023) presented at DHNB2023, this paper employs text mining to investigate 
the discourse on terrorism in Swedish periodicals during the Cold War, 1945–1991, providing a comprehensive perspective on 
the emergence of the modern notion of terrorism. While Sweden maintained a national self-image as a peaceful contrast to the 
otherwise conflict-ridden world of the Post War years (Salomon et al. 2004; Cronqvist 2015), ‘international terrorism’ emerged 
as a domestic threat in the 1970s, manifested by politically motivated violence carried out by Croatian separatists and militants 
linked to the Red Army Faction (RAF). Nevertheless, the term ‘terrorism’ was presented in the broader public discourse 
throughout the entire Cold War era (Hansén 2007; Brodén et al. 2023).  
The proposed paper aims to triangulate and compare the discourse on terrorism during the Cold War across three Swedish 
periodicals, each representing distinct different ideological perspectives: the conservative Svensk Tidskrift, the Zionist Judisk 
tidskrift (‘Jewish Periodical’) and Bonniers Litterära Magasin, BLM (‘Bonnier’s Literary Magazine’), a prominent national cultural 
periodical that took a leftward turn in the mid-1960s. By examining there diverse periodicals, the paper will contribute to 1) a 
more nuanced understanding of the terrorism discourse in Sweden, demonstrating the analytical value of comparing discourse 
across different periodicals, and; 2) the methodological advancement of journalism-oriented text mining projects in the Digital 
Humanities, which have predominantly focused on newspapers rather than periodicals.  
The paper is driven by two general straightforward research questions: What specific discourses of terrorism appear in the three 
periodicals? In what ways do these different discourses overlap? 
The paper will demonstrate how a mixed-methods approach, combining Corpus Linguistics Digital History and Media History, 
can deepen our understanding of the transformation of the concept of terrorism during the Cold War period. On a higher level, 
the paper feeds into the debates within Digital Humanities about the importance of pursuing intersections between interpretative 
and computational analysis through a collaborative process in which humanities scholars and data analysts engage in a 
dialectical relationship (Rockwell & Sinclair 2016). 
3. Material 
This study’s source material has two distinctive features compared to most other digital projects that focus on newsprint. First, 
the project examines periodicals (specifically ‘cultural periodicals’) rather than newspapers. Second, instead of relying on publicly 
available online corpora of digitised newsprint, we created, annotated, and searched our own custom-made corpora, consisting 
of selected relevant articles. 
Regarding the details of the three corpora. The corpus consists of all articles from the three journals from the period 1945-1991 
containing one or more occurrences of “terrorism”, “terrorist”, and/or “terror.” Each journal corpus also contains article metadata 
and can be searched as sub-corpora, separating terrorism/terrorist and terror related articles as well as specific time-periods 
during the Cold War. The three cultural periodicals are: Svensk Tidskrift: with 189 terror-relevant articles (75 containing terrorism 
nd 114 containing terror) of in total 476,338 words; Judisk Krönika: with 273 articles (116 on terrorism and 157 on terror) of 
330,909 words: and BLM - Bonniers Litterära Magasin: 209 articles (74 on terrorism and 145 on terror) of 619,873 words. 
4. Method 
Comparative research on discourses in different newspapers and periodicals is an established field within the humanities and 
social sciences (van Dijk 1991; Machin & Mayr 2012). While such studies typically use discourse analysis and content analysis 
to examine how various media outlets frame a particular topic, tracing differences in language and perspective, computationally-
driven approaches have been rare, despite their potential to quantify diverging and converging patterns across multiple sources 
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at scale. In the field of terrorism studies, some quantitative approaches to comparative discourse analysis have been undertaken 
(Ditrych 2014), but these efforts have also stayed within traditional frameworks.  
Utilising both distant and close reading, we will examine data visualisations of the different terrorism discourse in Svensk Tidskrift, 
Judisk tidskrift and Bonniers Litterära Magasin in the form of: 

• Heat maps for Named Entities – people and countries 

• Tables – Named Entities – people and organisations 

• Tables – Word Frequencies of terrorism-related words 

• Collocations of words frequently occurring with terrorism 

• Change and distribution of word frequency across time (by decade and before/after 1968) 

• Comparison of terrorism/terror sub-corpora within each journal and across journals 

• Word rain (visualisations combining word frequency and semantic clustering) 
While these approaches can be considered traditional, we will also incorporate the analysis of word frequencies based on the 
new ‘word rain’ approach (Skeppstedt et al. 2024) that overcomes the lack of a semantically motivated positioning of the words 
in conventional word clouds..  
5. Analysis 
In this paper, we examine the usage of the terms “terrorism,” “terrorist,” and “terror” across different journals and over time. We 
also investigate the evolution of terrorism as a modern concept. Our earlier pilot study revealed that in the 1940s and 1950s, 
“terrorism” most commonly referred to state actors such as Nazi Germany or the Stalinist Soviet Union and was often used 
similarly to “terror.” However, in the 1960s and 1970s, there was a notable shift where “terrorism” more frequently referred to 
non-state individuals and groups. This shift is evident in all three journals but occurs earlier in Judisk Krönika, becoming 
prominent in the 1960s, whereas in BLM and Svensk Tidskrift, the shift is more noticeable in the 1970s. Judisk Krönika is also 
unique in that even in the late 1940s, “terrorist” is used to refer to individuals and non-state groups. 
We also compare mentions of locations associated with terrorism and terror-related activities, revealing interesting, though 
expected, differences across the three journals. All journals show strong concentrations around Europe. Svensk Tidskrift has the 
broadest worldwide distribution, reflecting references to decolonization-related terrorism in Africa, the Americas, and Asia. Judisk 
Krönika has a strong focus on Israel and the Middle East. BLM has a wide distribution with concentrations in Africa but also 
mentions many places as abstract concepts such as “Hollywood” and “Broadway.” 
Furthermore, we compare differences in terrorism discourse across journals in relation to Cold War concepts of communism and 
socialism. These concepts are significant in both Svensk Tidskrift and BLM, but they are discussed very differently in the context 
of terrorism. In Svensk Tidskrift, communism and socialism are often conflated and almost always directly connected to terrorism 
and terror in a negative context, referring to both state and non-state actors. In BLM, communism and socialism are more 
frequently discussed as general social, cultural, and literary concepts, not always negatively as in Svensk Tidskrift. By 
comparison, communism and socialism are mentioned less directly in the context of terrorism in Judisk Krönika. Instead, 
terrorism discourse in Judisk Krönika is most strongly focused on Palestinian and Arab-related terrorism against Israel, with 
“arabisk terrorist” being the most frequent collocation. 
6. Conclusions 
In our paper, we explore the cultural concept of terrorism within a Digital Humanities (DH) context from a novel perspective, 
employing a mixed methods approach. We combine comparative corpus-based statistical text analysis with visualizations of a 
unique class of print corpora to investigate how people, places, and concepts are connected to terrorism. This involves utilizing 
both traditional methods from corpus linguistics and data visualization, as well as the innovative data visualization and analysis 
method known as ‘word rain’. 
Our analysis and preliminary results indicate that the journals selected for this study each represent different facets of the cultural 
imaginary of terrorism, enabling us to capture a comprehensive picture of terrorism within social, cultural, and political contexts. 
Despite noticeable and expected differences in content and discourse, these journals also exhibit similarities and common 
themes. All journals demonstrate a shift in the concept of terrorism to predominantly refer to non-state actors during the late 
1960s and 1970s. This shift is mirrored in popular culture, where references to terrorism increased in literature, film, and art, 
reflecting changes in cultural reality, perception, and representation of terrorism. 
The journal BLM explores terrorism from a cultural perspective, with frequent references to literature, art, and philosophy. It also 
employs historical references to connect modern concepts of terrorism with the past. Svensk Tidskrift offers a more conservative 
political perspective, with discourse reflecting anti-communist and anti-socialist views. Judisk Krönika provides a Swedish Jewish 
perspective. 
Taken together, we believe that a comparative and contrastive study of these three journals will offer valuable insights into the 
place of terrorism in Swedish cultural debates during the Cold War. Additionally, this study demonstrates the utility of 
computational methods in the fields of intellectual history and media history. 
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Nordic Places of Worship (NordPoW) – an example of the need for solid humanist competencies when 
building research infrastructures 
 
Friday, 07/Mar/2025 1:30pm - 2:00pm 
ID: 185 / Session LP/SP 10: 1 
Long paper (full-text) | 20-minute presentation with a 10-minute Q&A 
Keywords: church history, religious geography, sociology of religion, data visualization, GIS 
 
Using the so-called NordPoW map (a joint Nordic map over churches and prayer houses) as the starting point, this paper 
discusses what is mentioned in the call for papers, namely that: “Digital humanities begin with explorations of data with a 
humanities lens, but the strongest impact is achieved when solid computational methods are applied to questions important to 
established fields with long research traditions.” It will be argued that there is no hierarchy between the “humanities lens” and 
“computational methods” – both are equally important for a successful project, and mutual communication, intertwined interests, 
and a shared understanding of the project are key. What is crucial, and this cannot be stressed enough, for a research-oriented 
digital humanities project, is the research question. 
We have built a scalable infrastructure for research into the religious geography of the Nordic countries, today with 6000 objects 
(but we expect it to grow to at least 20.000 objects). 
The research questions and the discussions on how to curate the data are grounded in our different disciplines and 
competencies, rooted in traditional humanities. The NordPoW project group consists of four researchers with backgrounds in the 
sociology of religion, history, archaeology, theology, church history, and digital humanities. We have extended and close 
collaboration with system developers with GIS expertise from Humlab, Umeå University, and the Swedish research infrastructure 
InfraVis. This project would not have been possible without a strong background and competencies in traditional humanities 
disciplines. The paper will discuss the collaboration and experiences from the project. 
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Efforts to automate cataloging in libraries have progressed significantly, with AI tools like ChatGPT emerging as potential aids. 
However, automating the subject indexing of LGBTQ+ fiction poses unique challenges. Traditional fiction indexing often 
overlooks specific themes and characters sought by users, particularly those related to LGBTQ+ identity and issues. Generative 
Pre-trained Transformers (GPTs) like ChatGPT offer promise in producing detailed subject terms but face biases and 
inaccuracies. This study explores ChatGPT’s efficacy in generating subject index terms for LGBTQ+ fiction by comparing AI-
generated terms with those assigned by professional information specialists in the Queerlit database. The Queerlit database, 
which uses the QLIT thesaurus for LGBTQ+ terms and general Swedish controlled vocabularies, provides a gold standard for 
this comparison. Using a sample of 20 full-text works and 20 metadata records from the Queerlit database, ChatGPT was tasked 
with generating subject index terms. The evaluation revealed that ChatGPT struggled to identify any LGBTQ+ themes, often 
producing broader and irrelevant terms, even when the index terms were given as input in the metadata. The precision and recall 
scores were low, highlighting AI’s limitations in this context. The study underscores the need for careful evaluation of AI tools in 
library and information science and profession, particularly for indexing fiction and minority representation. Future research 
should involve collaboration with both information and subject experts to examine the potential of automatically generated terms 
that were not previously assigned, as well as to examine the possibility of refining automated indexing methods and address 
inherent biases in AI models. 
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Workshop on Digital Humanities and Social Sciences/Cultural Heritage (DHSS/DHCH) in Higher 
Education 
 
ID: 134  
Half-day conference-themed workshop 
Keywords: University programs, courses, open educational resources 
Introduction 
In recent years, there has been a significant rise in the development of Digital Humanities and Social Sciences (DHSS) as well 
as Digital Humanities and Cultural Heritage (DHCH) programs across the Nordic, Baltic, and other regions. These programs 
reflect a growing interest in integrating digital methods into traditional humanities, social sciences, and cultural heritage fields, 
aiming to prepare students for the changing landscape of academic research and societal needs. Notably, the University of 
Gothenburg launched a Master’s in Digital Humanities in 2017, followed by similar initiatives at Uppsala University in 2019 and 
Linnaeus University in 2020. The University of Zadar in Croatia has in collaboration with Linnaeus University started a series of 
BALADRIA summer schools in Digital Humanities with the first introduced in 2019, while the University of Helsinki has long 
offered modules in Digital Humanities and is now starting a master's program that combines both digital humanities and social 
sciences. Many other universities have started to offer digital methods courses, either as part of new or existing programs, or as 
components integrated into broader academic courses. As these programs proliferate, they come with a wide variety of 
approaches, areas of focus, and teaching materials. Additionally, instructors and program administrators face numerous 
pedagogical and infrastructural challenges. This makes it crucial to develop platforms where educators, administrators, and 
researchers can share insights, collaborate on solutions, and create more sustainable and effective learning environments. The 
proposed workshop aims to address these issues by providing a space for discussion, knowledge exchange, and future 
collaboration in DHSS/DHCH education. Furthermore, as the eighth annual Higher Education workshop to be held, the 2025 
workshop will revisit topics and discussions from previous years, “taking stock” to assess the progress that had been made, the 
lessons learned, and the capacity that still needs developing in DH higher education. 
Importance of the Workshop Topic 
Developing and maintaining DHSS/DHCH programs presents several challenges: many institutions face a lack of standardized 
pedagogical approaches, varying levels of infrastructure support, and the need for ongoing curriculum development to match the 
rapid pace of technological change and field development. This workshop offers educators and administrators an opportunity to 
come together and address these challenges through a collective sharing of experiences, teaching methods, and insights. It 
encourages collaboration to ensure that students receive a rich, interdisciplinary education that prepares them for the 
complexities of both academic and professional environments. With this aim in mind, the current workshop will include for the 
first time a systematic “checks-in” on DH education initiatives by partners from previous years. By reviewing the goals, practices, 
results, and challenges presented thus far in the seven-year run of the workshop, this year’s workshop will be especially important 
for providing a more comprehensive insight of educational programmes within DHSS/DHCH, and exploring translating these 
insights into new opportunities for collaboration and advancement. 
The importance of this workshop lies in its focus on building sustainable infrastructure for future collaboration. By exploring 
opportunities for joint educational programs, student exchanges, and pedagogy seminars, the workshop paves the way for more 
coordinated and impactful DHSS/DHCH initiatives across different universities and regions. The long-term goal is to build 
capacity for cross-institutional cooperation, ensuring that the benefits of interdisciplinary and international learning in digital 
humanities and social sciences can be fully realized. 
Target Audience 
The primary audience for this workshop consists of course instructors, program managers, and educational researchers working 
within DHSS/DHCH programs, courses and online educational materials. These individuals are directly responsible for shaping 
and delivering curricula, and thus, they are the most engaged in addressing the pedagogical and infrastructural challenges that 
arise in DHSS/DHCH education. This audience is also most likely to benefit from the exchange of ideas and resources that the 
workshop aims to facilitate. 
In addition to instructors and program managers, the workshop also targets researchers focused on education in digital 
humanities, social sciences, and cultural heritage. These participants bring valuable perspectives on pedagogical theory, 
curriculum development, and the integration of digital tools into teaching and learning practices. By involving educational 
researchers, the workshop ensures a well-rounded discussion that considers both practical teaching strategies and the 
theoretical underpinnings of DHSS/DHCH education. 
The workshop is open to educators from a variety of institutions, including those who are already involved in well-established 
DHSS/DHCH programs as well as those who are developing or planning to launch similar initiatives. The workshop also invites 
proposals from those working with online e-learning platforms in the field (e.g., DARIAH Teach, DARIAH Campus, The 
Programming Historian, Ranke2 etc.). This diverse audience will help create a dynamic exchange of ideas, allowing participants 
to learn from both the successes and challenges encountered by their peers. 
Expected Outcomes 
The workshop is designed to foster collaborative discussions and produce concrete outcomes that will benefit the broader 
DHSS/DHCH community. Some of the expected outcomes include: 
1. **Exchange of Pedagogical Approaches and Experiences**: One of the key outcomes of this workshop will be the sharing of 
teaching methods, tools, platforms, and evaluation strategies used in DHSS/DHCH programs. Participants will have the 
opportunity to present their experiences with project-based learning, problem-based learning, and interdisciplinary collaboration, 
which can serve as models for other institutions looking to enhance their curricula. 
2. **Development of Collaborative Initiatives**: The workshop will set the groundwork for future collaboration among universities 
offering DHSS/DHCH programs. This could include initiatives such as student exchanges, joint teaching programs, and regular 
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pedagogy seminars that allow educators to continue sharing best practices and innovations in the field. The goal is to create a 
more integrated and collaborative DHSS/DHCH educational landscape. 
3. **Infrastructure Building for DHSS/DHCH Education**: Another important outcome will be the exploration of infrastructural 
needs and solutions to support DHSS/DHCH education. This includes discussions on the resources required to deliver digital 
methods courses effectively, from computational tools and software to access to online learning resources, datasets and digital 
archives. Participants will explore how institutions can share resources to overcome infrastructural limitations and support one 
another in providing high-quality education. 
4. **Capacity Building for Student Employability**: A central concern in DHSS/DHCH education is ensuring that students are 
equipped with the skills needed to succeed in a rapidly changing job market. The workshop will explore strategies for improving 
student employability by integrating digital methods, critical thinking, and interdisciplinary learning into curricula. This could 
involve collaborations with industry partners, the development of internship programs, or the inclusion of real-world projects in 
DHSS/DHCH courses. 
5. **Creation of a Community of Practice**: One of the long-term goals of the workshop is to build a sustainable community of 
practice among educators in the field of digital humanities, social sciences, and cultural heritage. This community can serve as 
a platform for ongoing collaboration, resource sharing, and mutual support as DHSS/DHCH programs continue to evolve. By 
creating a network of educators who are invested in the success of these programs, the workshop ensures that the discussions 
and initiatives begun here will have a lasting impact on the field. 
Workshop Structure 
The workshop will be structured to maximize participant engagement and facilitate productive discussions. It will be divided into 
five sessions: 
1. **Session 1: Welcome and Introductions (15 minutes)**  
This opening session will provide participants with an overview of the workshop’s goals and structure. It will also give attendees 
an opportunity to introduce themselves and their areas of interest, setting the stage for collaborative discussions. 
2. **Session 2: Presentation and Discussion of Submitted Papers (120 minutes)**  
In this session, participants will present papers submitted through an Open Call. Each presentation will last approximately 10 
minutes, followed by a short discussion. These presentations will address various topics related to DHSS/DHCH education, such 
as interdisciplinary cooperation, project-based learning, program development, and student employability. The session will 
provide a platform for sharing practical experiences and innovative teaching strategies. 
3. **Session 3: Taking stock (60 minutes)**  
This session involves workshop coordinators and participants from previous workshops to specifically revisit the topics presented 
in the past. The goal of this session is to follow-up on initiatives presented in earlier sessions, distill the lessons-learned, identify 
ongoing or new challenges, and grasp the trends in topics over the years to offer a wider perspective to inform future planning 
in DHSS/DHCH programmes. 
4. **Session 4: Educational Hack-a-thon (45 minutes)**  
In order to begin addressing the issues raised in from the previous session, participants will be asked to work in teams to 
brainstorm educational initiatives which can potentially address concerns or exploit opportunities. 
5. **Session 5: Directed Discussion (30 minutes)**  
This final session will build on the themes and ideas that emerged from the previous presentations. Participants will engage in a 
directed discussion aimed at identifying key areas for future collaboration, including potential joint programs, infrastructure-
sharing initiatives, and student exchange opportunities. The goal of this session is to translate the insights gained from the 
workshop into actionable plans for the future. 
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Exploring Digital Frontiers: Mastering Linguistics and Humanities Collaboration 
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This presentation examines the collaborative framework of the joint MA program in Digital Linguistics, an interdisciplinary initiative 
co-developed by the University of Ljubljana, Masaryk University in Brno, and the University of Zagreb (https://digiling.university/). 
The program's design focuses on fostering competencies that extend beyond digital linguistics, incorporating methodologies 
from digital humanities to offer a holistic, future-oriented academic experience. The curriculum is structured around three core 
competency clusters: linguistics, information technologies, and social sciences, which together equip students with the skills 
necessary for interdisciplinary research and professional practice. 
A significant aspect of the presentation is the collaborative model implemented during the study segment at the University of 
Ljubljana, where students work closely with the Digital Humanities research group and the DARIAH-SI research infrastructure. 
This segment highlights the deliberate integration of pedagogical and research activities, aiming to cultivate both interdisciplinary 
skills and tangible, real-world outcomes. As part of the program, students are introduced to ongoing research initiatives and 
European research infrastructures, including CLARIN.SI and DARIAH-SI, through workshops and collaborative opportunities. 
These interactions not only immerse students in cutting-edge projects but also connect them with the principles of open science, 
which are increasingly shaping the academic landscape, particularly in Slovenia, where open data practices in the humanities 
are still developing. One noteworthy outcome of this collaboration is the DIHUR (Digital Humanities Research) podcast series, a 
student-driven initiative guided by faculty and researchers (https://www.youtube.com/@DigitalnaHumanistika). These podcasts 
explore different topics in digital humanities and feature interviews with experts, bridging the gap between scholarly research 
and public discourse. By participating in projects like these, students gain hands-on experience in content creation, research 
dissemination, and public engagement, all within a professional academic environment. 
This presentation underscores the program's innovative approach to integrating education and research. By fostering active 
collaboration between students, researchers, and research infrastructures, the MA program not only prepares students for 
careers in academia and beyond but also demonstrates how interdisciplinary education can drive societal and academic impact. 
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How to Structure and Organize a National Digital Humanities Research Infrastructure: Realizing the 
Digital Dreams of Tomorrow 
 
ID: 215  
Half-day tutorial 
Keywords: Research Infrastructure, Digital Turn, Research Data Management, Community Building, Science Policy 
 
In honor of DHNB2025’s theme of Digital Dreams and Practices, we propose a workshop on research infrastructure - in essence, 
how to put into practice the realization of these digital dreams. 
Research Infrastructure is a necessity for effective and productive research outcomes, and indeed, it has been recognized as 
such by the European Commission, who invented the ESFRI Scheme to ensure a strategically-planned, harmonized European 
Research Area. Nevertheless, while it is one thing to have a continent-wide plan, it is another matter entirely as to how to 
implement this plan and operate it on a daily basis on a national level. Further complicating matters are different national and 
regional research traditions, and the need to respond to the needs of the research community - both in terms of technical 
solutions, and in providing an effective (human) interface to counsel and aid these users in the uptake of solutions. Yet another 
challenge is ensuring access to data, both in terms of the technical aspects (managing versioning, provenance, long-term 
preservation, and providing for interoperability) and juridical questions that are inherent to responsible data management. 
This workshop will discuss and lay out what the presenters - who have deep experience in the construction of a research 
infrastructure - feel is necessary to build an effective national research infrastructure for the digital humanities community. It will 
involve presenters from Sweden, Finland, Iceland, and Latvia and is open to all members of the DHNB community looking to 
build a national research infrastructure for social sciences and humanities. 
While not exclusively dedicated to DARIAH, the European Research Infrastructure Consortium dedicated to the arts and 
humanities, this workshop will focus in large part on how DARIAH’s experiences, both on the European and national level, can 
be helpful for those countries which wish to launch their own national research infrastructure. Indeed, with ten years of existence 
and 23 Member countries (as of October 2024), DARIAH represents a successful model to empower research communities with 
digital methods to create, connect and share knowledge about culture and society. DARIAH’s 4 Strategic Pillars, comprising (I) 
a Marketplace of reusable tools, services, data, and knowledge; (II) Education and Training, (III) Transnational and 
Transdisciplinary Working Groups, and (IV) Policy and Foresight represent essential components of a research infrastructure - 
ensuring that the infrastructure provides something useful to researchers, that it ensures its communities are aware of the most 
recent practices, that it integrates feedback from their needs, and keeps an eye on policy developments to both influence them 
and best prepare its community for what comes next. 
After an introductory talk on what research infrastructure is, and how they fit into the strategic framework of research policy, the 
workshop will then proceed to presentations that introduce four use-cases on how national research infrastructures have 
developed, what challenges they faced, and how they build community. Then, we will have a discussion amongst participants to 
see where they are in the process of building their national research infrastructure, and what their next steps are in realizing the 
digital dreams of tomorrow. 
Target Audience: 
The targeted audience of this workshop includes both researchers (though typically those that lead institutions, labs, projects, or 
are otherwise inclined to think in an infrastructural manner), research engineers, and policymakers from ministries. Our wish is 
to bring together representatives from all DHNB countries that are building, or beginning to build, their national research 
infrastructure and give them a forum to share their concerns and receive feedback from our workshop leaders, and the other 
attendees. 
We cannot count on their attendance at this early date, but if accepted, we wish to have participation from Ministry officials, 
particularly in Estonia and other Baltic nations - to both have their insight on the question of research infrastructure, but also for 
them to learn about the impact that a national research infrastructure modeled on DARIAH can provide. 
Expected Outcomes: 
The goal is to bring together the different stakeholders (users, providers, funders) of the DHNB community that are involved in 
the construction of a research infrastructure, and give them a forum to exchange, learn, and begin to construct together a plan 
of action. There is a great diversity of national research infrastructure in the DHNB community, with countries with full-fledged 
national infrastructures, in the process of building these RIs, and those that are at the very beginning, assembling community 
and political support. This event, we hope, will help the community share notes, exchange best practices, and start to think about 
what a research infrastructure ought to look like in the Nordic & Baltic region and beyond. 
The hope is that this workshop will both jumpstart countries - particularly the Baltic countries - that are in the process of building 
a national research infrastructure in digital humanities, and give a forum for currently-established national research 
infrastructures, and in particular those in the Nordic and Baltic region, to exchange best practices and contacts. Particularly, we 
hope to profit from the host country’s effort to join DARIAH, which is now on the Estonian Research Infrastructure Roadmap, to 
give them, and their Latvian and Lithuanian partners, a leg up in the foundation of their national research infrastructures. As well, 
this workshop will continue the discussions we had in Reykjavik at DHNB 2024, helping to concretize the work being done in 
Iceland, Finland, Sweden, and Norway. 
Proposed Schedule 

1. Opening Address: Services, Strategy, and Scholars: The Role of Research Infrastructure in Enabling 
Research 

2. DARIAH-EU as a Structuring Mechanism for Building National Research Infrastructure 
1. Discussion - What do you expect from a Research Infrastructure? 
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3. (Potential Space for word from Ministerial representatives)  
4. National Use Cases for Building Research Infrastructure 

1. Latvia 
2. Iceland 
3. Sweden 
4. Finland 

5. Panel Discussion from National Research Infrastructure Use Cases 
6. Breakout Brainstorming Sessions What does your ideal national Research Infrastructure Look like? What 

are the major challenges? How good are your contacts with the Ministry? What help would you appreciate, 
either from other national RIs or ERICs like DARIAH ? 

7. Restitution of Breakout-Group Findings 
8. Conclusions & Paths Forward 

  



 

 78 

Hinrik Hafsteinsson1,2, Steinþór Steingrímsson1 
1The Árni Magnússon Institute for Icelandic Studies; 2University of Iceland 

Natural Language Processing for Everyone: The Case for a Centralized Icelandic NLP Platform 
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ID: 222 / Session SP 07: 1 
Short paper (full-text) | 15-minute presentation with a 5-minute Q&A 
Keywords: Icelandic, Language Technology, NLP, Accessibility, API 
 
This paper presents the Árni Magnússon Institute's NLP platform, a website where the functionality of important language 
technology tools is made accessible to the general public, both through a user interface and a standardized API. The platform is 
presented as a solution to the problem that even though a specific language technology tool exists, it does not go without saying 
that anyone can use it: A certain technical know-how is almost always a prerequisite for being able to use these tools. The 
platform is presented with the following NLP solutions integrated: Tokenization, PoS-tagging, Lemmatization and Hyphenation, 
with more tools becoming available pending future development. The platform is now made available to the public, with the 
caveats of it being in active development and undergoing regular changes. 

 



 

 79 

Gert Foget Hansen 
University of Copenhagen, Denmark 

Running Whisper in Praat – Simplifying local setup of Whisper, expanding output options 
 
ID: 236 / Poster Session 2: 13 
Poster and demo (abstract) with accompanying a 1-minute lightning talk 
Keywords: Praat, Whisper, Speech-to-text, STT, transcription 
 
One of the challenges with audio recordings is that it can be extremely difficult and time consuming to navigate any substantial 
amount of material if no detailed annotations or transcriptions exist. Automatic transcription tools such as Whisper can provide 
rough transcriptions of speech at little cost. In spite of the varying accuracy, such transcriptions can facilitate navigation in a 
collection of audio material that would otherwise be much less accessible. 
While useful, the immediate output from tools such as Whisper has certain limitations. For instance: Whisper seems best suited 
to monologue material and makes no attempt to distinguish between multiple speakers. As Whisper was originally designed to 
provide subtitles for video, the length of utterances often seems to be determined by what amount of text can be shown on 
screen at the same time rather than to be in accord with punctuation, pauses or answer question sequences. 
In order to expand the usefulness of Whisper, and to make it easier to install and use for non-expert users, the Whisper_in_Praat 
script package was created. It is based on a derivative of OpenAI’s Whisper that comes as a compiled executable. The 
enhancements to the output come by post processing the output from Whisper and if needed also by preprocessing the input 
audio signal. 
The Whisper_in_Praat script package has been created to provide: 

• A simple installation process 
• Local processing of media files 
• A basic graphical user interface 
• Options to generate more advanced types of output 

Post-processing of the output from Whisper – to some extent in combination with further audio analysis – provides additional 
output formats: 

• TextGrid (a tier-based format native to Praat and compatible with other transcription and annotation software 
such as ELAN) at utterance and word level 

• HTML with links to audio 
as well as other enhancements: 

• Removal of punctuation and uppercase letters (as is the standard practice for transcriptions in most spoken 
language research) 

• Improved delimitation of utterances 
• Distinguishing two or three speakers in two-channel recordings, provided the speakers are recorded with a 

suitably high channel separation  
The accompanying preprocessing scripts are used to identify sound from individual speakers in two channel recordings of two 
speakers. By muting the cross talk the preprocessed files allows Whisper to transcribe two speakers individually. 
 
Bibliography 
 
The Praat script makes use of Whisper-faster executables from  
https://github.com/Purfview 
 
Those executables are based on faster-whisper that is available from 
https://github.com/SYSTRAN/faster-whisper 
 
Those are in turn is based on OpenAI ‘s Whisper: 
https://openai.com/research/whisper 
 
Latest public iteration of Whisper_in_Praat is available at 
http://dx.doi.org/10.13140/RG.2.2.24093.93925  
  



 

 80 

Louise Brix Pilegaard Hansen1, Jan Kostkan1, Roberta Rocca2, Kristoffer Nielbo1 
1Center for Humanities Computing, Aarhus University, Denmark; 2Interacting Minds Centre, Aarhus University, Denmark 

Multimodal pre-training of vision models yields better embeddings for visual art 
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ID: 132 / Session LP 06: 2 
Long paper (full-text) | 20-minute presentation with a 10-minute Q&A 
Keywords: Multimodal Models, Visual Art Analysis, Image Embeddings 
 
Deep pre-trained vision models provide automated ways of analyzing large digitized corpora of visual art. Central to the success 
of these models is their ability to extract rich embeddings for downstream tasks such as style classification or painting retrieval. 
Recent results suggest that multimodal models trained on a combination of visual and linguistic input yield semantically enhanced 
and higher-quality representations of images compared to unimodal vision models. While these multimodal models seem 
extremely promising for the computational study of visual art, where semantic knowledge might be relevant to produce 
informative representations of artworks, research benchmarking multimodal models for feature extraction in the art domain is 
limited, and their potential for representing visual art remains to be explored. This paper aims to fill this gap, and it compares the 
representational abilities of seven unimodal and multimodal state-of-the-art pre-trained vision models by employing their 
embeddings in three domain-specific downstream tasks: genre classification, style classification, and artist classification in the 
WikiArt dataset. Results reveal that multimodal models perform best as feature extractors for artworks as opposed to unimodal 
models. We hypothesize that pre-training on natural language descriptions provides multimodal models with enhanced abilities 
to infer global semantic representations of an image, which is beneficial to identifying key characteristics of artworks such as 
their genre, author, and style. 
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The DFG-funded project „The ‘invisible carriers’ on the Rhine, 1630-1810. Observing the early modern economy through the 
lens of freight transport practices“ (Proj.Nr. 527636627) develops an HTR-based pipeline for the automated transcription of the 
customs registers of Schenkenschans (1630-1810), a fortress and a customs station on the Rhine at the border between 
Germany and the Netherlands, to study early modern international trade in the Rhine region. 
The contribution discusses the degree to which the recognition with HTR tools of the semi-structured data of the Schenkenschans 
customs registers can be automated. I understand semi-structured data as the combination of more or less formalized text entries 
on the one hand, and columns that register the taxes, on the other. The tax columns are often explicit, with vertical lines 
separating columns, but sometimes they are merely implied by the use of dashes and dots. 
In this paper, I focus on the recognition and revision of tax data in the customs entries. The first version of the transcription was 
created with text recognition models, which we trained to capture and imitate the partly columnar structure of the registers. I 
compare the recognition results with a first revision of the tax columns to assess the quality of our tailed-made recognition 
models. The comparison and quality control helps me to identify where, when and how manual processing steps for this kind of 
data are required. My analysis helps me to highlight the importance of segmentation, model training and manual quality control 
of specific parts of the transcription as crucial for the implementation of workflows that aim at capturing semi-structured or partly 
columnar data. 
Some contributions like Hodel et al. (2021) note that automated text recognition tools often do not achieve a good Character 
Error Rate (CER), e.g. below 5%. Thus, they suggest that high quality transcription and the whole data pipeline involves a decent 
amount of manual work. Yet other contributions suggest that automated processing can achieve quite good results. Developing 
methods for transciption, Capurro et al. (2023) use a correction algorithm to improve an initial automated transcription of 
multilingual archives of a Dutch glass artist and compare the results of both steps. They are able to achieve a significant reduction 
of the manual labour necessary in the process. 
While addressing ways to automate data collection and processing, I also want to discuss phases where some manual work is 
required or even preferred. Automated data processing should find a balance between speeding up data processing through 
automation and ensuring quality through rigorous control mechanisms that may involve manual labour. 
 
Bibliography 
 
Capurro, Carlotta; Provatorova, Vera; Dupre, Sven; Hendriksen, Marieke & Kanoulas, Evangelos (2023). Chasing the Model. 
Experimenting With Training a Neural Network to Recognise Text in a Multi-Language and Multi-Authored Handwritten 
Document Collection. Abstract published in DHNB2023 Book of Abstracts. 
 
Hodel, T., Schoch, D., Schneider, C., & Purcell, J. (2021). General Models for Handwritten Text Recognition: Feasibility and 
State-of-the Art. German Kurrent as an Example. Journal of Open Humanities Data, 7: 13, pp. 1–10. DOI: 
https://doi.org/10.5334/johd.46  
  



 

 82 

Olga Holownia1, Gustavo Candela2, Helena Byrne3, Jon Carlstedt Tønnessen4, Anders Klindt Myrvoll5, Sophie Ham6, 
Steven Claeyssens6 
1IIPC, United States of America; 2University of Alicante, Spain; 3British Library, UK; 4National Library of Norway, Norway; 
5Royal Danish Library, Denmark; 6KB, National Library of the Netherlands 

Web Archive Collections as Data 
 
ID: 207  
Half-day conference-themed workshop 
Keywords: collections as data, researcher engagement, Jupyter Notebooks, corpora 
 
GLAM (Galleries, Libraries, Archives and Museums) have started to make available their digital collections suitable for 
computational use following the Collections as Data principles[1]. The International GLAM Labs Community[2] has explored 
innovative and creative ways to publish and reuse the content provided by cultural heritage institutions. As part of their work, and 
as a collaborative-led effort, a checklist[3] was defined and focused on the publication of collections as data. The checklist 
provides a set of steps that can be used for creating and evaluating digital collections suitable for computational use. While web 
archiving institutions and initiatives have been providing access to their collections - ranging from sharing seed lists to derivatives 
to “cleaned” WARC files - there is currently no standardised checklist to prepare those collections for researchers. 
This workshop aims to involve researchers and web archive practitioners in reevaluating whether the GLAM Labs checklist can 
be adapted for web archive collections. The first part of the workshop will introduce the GLAM checklist, followed by four use 
cases that show how different web archiving teams have been working with their institutions’ Labs to prepare data packages and 
corpora for researchers. For the second part of the workshop, we want to issue a separate call for use cases and have 
researchers present examples of their use of web archive collections and discuss their workflows. In the final part, we want to 
involve the audience in identifying the main challenges to implementing the GLAM checklist and determining which steps require 
modifications so that it can be used successfully for web archive collections. 
First use case 
The UK Web Archive has recently started to publish the metadata to some of our inactive curated collections as data. This project 
developed new workflows by using the Datasheets for Datasets framework to provide provenance information on the individual 
collections that were published as data. 
In this presentation, we will highlight how participants can: 

• Use Datasheets for Datasets to describe their collections. 
• Potential research uses for the data sets that were published. 
• Gain insights from the lessons learnt phase of the project. 

Second use case 
The National Library of Norway (NLN) has recently launched its first ‘Web News Collection’, making more than 1.5 million texts 
from 268 news websites openly available for computational analysis via API. The objective is to facilitate computational text 
analysis of news content from the web, both with computational notebooks and user-friendly web apps [4]. 
This presentation will: 

• Briefly explain the ‘warc2corpus’ pipeline for extracting natural language from Web ARChive (WARC) files and 
preparing text data for computational analysis,[5] 

• Show the metadata schema and overall statistics for the collection, 
• Demonstrate how students, scholars and others can tailor their own corpora and perform various forms of 

‘distant reading’, 
• Reflect on how the ‘Web News Collection’ aligns with the FAIR principles while also taking immaterial rights 

into account. 
Third use case 
The Royal Danish Library has recently launched a service for everyone to free text search in the entire Danish web archive using 
Smurf - N-gram visualisation[6]. The free text search will search in HTML-pages for each year, and the number of results found 
will be compared to the total number of HTML from that year. The total number of HTML pages in the archive is currently more 
than 20 billion pages (20.000.000.000), spanning from 1995 to the present. Due to legal reasons, only one or two words can be 
used in the search, and no special characters are allowed. Normally, you can only gain access to the Danish web archive upon 
application if you are a researcher or PhD student affiliated with a Danish research institution. So this is a possibility for everyone 
to gain insights and see trends from an otherwise very restrictive and closed archive. 
 
This presentation will: 

• Show how to use the NGRAM search for feasibility studies for researchers before applying for access to the 
archive, as well as for the general public who would like to have a sneak peek into the archive. 

• Look into the needs, practicalities, and possibilities of sharing corporate data or metadata with researchers and 
the general public.  

• Explore particular situations concerning data availability that can be useful to extend the scope of the GLAM 
Labs checklist as well as provide additional examples of application. 

Fourth use case 
The KB, National Library of the Netherlands, has been refining its strategy for Collections as Data, with a stronger focus on 
implementing FAIR principles, documenting data provenance, and transparency of selection workflows. A critical question in this 
effort is how elements of the GLAM Labs checklist can be adapted for use at different levels: collection-specific (e.g., web 
collections) versus a more institution-wide, generic approach. 
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This presentation will: 

• Showcase the current capabilities of KB in offering web collections as data, along with their descriptions. 
• Explore the adaptability of the GLAM Labs checklist for both collection-specific applications and broader 

institutional use 
• Offer a glance at our future plans, concerning collections as data and inviting the participants to provide 

feedback. 
Expected outcomes: 

• Understanding the steps involved in preparing digitised and born-digital collections for publication 
• Understanding the challenges involved in preparing different types of web archive collections for publication 

and/or sharing with researchers 
• Creating a draft checklist for publishing web archives collections as data 
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Film titles are paratexts (Genette 1997), which may perform a number of functions: (a) distinctive, i.e., helping differentiate the 
production from others; (b) metatextual, i.e., presenting themselves as film titles; (c) phatic, i.e., grabbing people’s attention; (d) 
referential, i.e., revealing information about the plot and genre of the production; (e) expressive, i.e., conveying the 
filmmakers’/production studio’s attitudes towards the movie and the world at large; and (f) appellative, i.e., persuading potential 
viewers to watch the movie (Nord 1995). It is the most important and the cheapest means of promotion, which determines the 
recognizability of the cinematic production and may influence its box-office success (Bae and Kim 2019). This is why the 
characteristics of “effective” film titles have been investigated to date primarily by marketing and business scholars (Sood and 
Drèze 2006; Bae and Kim 2019; Chung and Eoh 2019; Xiao and Cheng 2021).  
A phenomenon less explored, yet equally important, concerns translation of original titles for the purposes of international film 
distribution. This problem has been mostly explored by translation scholars working on small bilingual corpora of film titles, 
focusing mostly on most recent trends. They have distinguished various strategies and procedures of title translation and 
conducted case studies for specific countries (e.g. Gabrić et al 2022, Pastor 2011, Shokri 2014, Kim 2017, Fakharzadeh 2022).  
Our research aims to enrich this body of research by accomplishing a quantitative analysis of a large corpus of film titles 
translated into multiple languages. It is based on a collaboration of a team comprising of a computer scientist, film scholar and 
translation scholar and expands a series of explorations we have already conducted into global circulation of cinematic 
productions, based on film metadata analysis. Film metadata, i.e., the verbal and numerical cultural information preserved in film 
databases, have been used by scholars to date in multiple contexts, for example to retrace the changing film production practices 
in terms of growing crews (e.g. Tinits and Sobchuk, 2020); investigate national and institutional framing of the cinematic 
production (cf. e.g. Van Beek and Willems, 2022), follow distribution circuits (Zemaityte et al. 2023) and spot cultural trends 
(Viacom 2017).  
In our research we have so far explored the evolution of Hollywood film remakes and sequels (Stelmach, Hołobut, Rybicki 2022; 
Hołobut, Rybicki, Stelmach 2024) and traced the patterns in film-title translation around the world (Hołobut, Rapacz, Stelmach 
2024a and 2024b). This time we build on the findings of the latter project, which revealed a steady global increase in the annual 
share of feature films distributed internationally under their original titles, un-adapted to the recipient languages and cultures, 
from around 20% in the 1950s to more than 30% in the 2020s.  
Interested by these findings, in our current research we address the following research questions and areas:  

1. Geographical – How has the ratio of untranslated titles grown in specific regions and subregions of film 
distribution? Are there regions in which this growth has not been observed? Are there regions where this 
growth is particularly substantial? How to explain these tendencies? 

2. Cultural – Which languages do the transferred titles come from? Is their steadily rising presence connected 
with the popularization of English as a lingua franca?  

3. Cinematic – Do arthouse and mainstream productions behave in a similar way regarding the growth of 
untranslated titles? Does the presence of “untranslated” titles depend on film genre? 

4. Linguistic – What language features do the “untranslated” titles share? How complex are they in terms of 
complexity and length (measured in terms of number of characters and words, as well as vocabulary 
richness)?  

To explore these questions, we analyze multiple subsets of a corpus containing feature film titles released between 1950 and 
2023. This corpus was created through compilation of datasets from the Internet Movie Database (IMDb) and spans over seven 
decades of cinematic releases. The subsets include:  

1. The complete dataset, comprising 453,517 films and 2,026,710 localized title tokens. We analyze all deciles 
of the data based on the number of title variants, aiming to assess whether the trends observed in the most 
popular, and likely best-annotated, productions extend to the broader dataset. For comparison we also use 
a smaller, finely-tuned datasets comprising of most internationaly successful types of productions:  

2. The annual top fifty productions distributed in the most language versions since 1950, as recorded by IMDb. 
This subset consists of 3,700 films and 184,459 localized title tokens, largely distributed by major Hollywood 
studios.  

3. All localized title variants (referred to as "AKAs" - “also known as”) of feature films that have been part of the 
Official Selection at the Cannes Festival since 1950. These films, predominantly art-house productions, are 
very often distributed by non-Hollywood companies and cater to a global cinephile audience. This subset 
includes 3,130 films, with a total of 63,754 localized title tokens.  

Each record in our dataset contains the number of attributes, that can be computated, represented graphically, analysed etc. 
They include original movie title, year of release, localised movie title (the title under which the movie was distributed in a given 
region), region of distribution, genre(s) of the movie, country of origin.  
Our preliminary research confirms the predominance of English as the language most frequently used in global circulation of 
films with unchanged titles. It also points to the regional variation in the trend, with most steep rise of share of untranslated titles 
in Western Europe, Middle East and Africa along less pronounced shifts in other regions. Less variation can be observed among 
the various genres of productions, with the exception of historical films, where tendency to use a non-translated title is much 
stronger.  
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The goal of this database is to: 
Give the general public, schools and journalists an easy way to gather information on censored and banned literature 
Create a platform for data about censored and banned literature for researchers. 
Background 
DIDOC, https://didoc.dh.gu.se/ , The Dawit Isaak database of censorship, is a pilot project and collaboration between the Dawit 
Isaak Library, The Gothenburg Research Infrastructure for Digital humanities, Swedish PEN, and Lund University. The Dawit 
Isaak library, named after the imprisoned Swedish Eritrean journalist, is a public library dedicated to collecting banned and 
censored literature, literature about book bans and censoring of literature. As of today their collection of banned and/or censored 
literature constitutes of approximately 1200 works. The Swedish PEN is the Swedish part of the international PEN, a worldwide 
organisation for writers that advocates for freedom of expression. The database was beta-released in September 2024 based 
on a selection of 160 titles. 
General overview 
Currently, the resource is divided into: 

• Titles 

• Explore Bans 

• Editorial Content, 
Titles: The titles listed are a selection made by the Dawit Isaak Library and Swedish PEN for Banned Books Week Sweden. The 
bibliographic information is sourced from Sweden’s union catalogue, Libris. The goal is for the information to be easy to access 
and for users to quickly find the works in their local libraries. 
Explore Bans: Each ban or censorship is added to the database as its own record of an event, connected to a record of a work. 
As for now we have focused on a simple search instead of a more advanced search. What we do offer is filtering since the focus 
is browsing, not searching. 
The filters are based on the material currently in the databases, creating a possibility to add parameters if the material in the 
database grows. 
The bans can be filtered by three parameters: 
Type of ban, such as School Bans, Book burnings, Internet censorship, Self censoring, or Confiscation; 
Reason(s) for the ban, like Blasphemous Content, State security, Explicit content, Agitation or LGBTQI Content; 
The location where the ban took place, which can be a country, a state, or a historical place like the Soviet Union. The locations 
are geo-tagged, allowing us in the future to create visualisations of where these events occurred in the world. 
For each event, there is information about when the ban took place, which organisations or individuals were involved, a 
description of the event, and references to the source of the information. Of course, there’s also a link to the related title. 
Editorial content: The editorial content consists of as of now four articles, written as teacher’s guides for banned books week 
have been reworked to overviews of banning and censorship in Sweden, Iran and China and of Children’s literature. 
Ethical considerations 
Information about banned literature and persecuted authors is by nature highly sensitive. By relying on information from Swedish 
PEN and the Dawit Isaak Library, the database can ensure that the information is either already publicly available or published 
with the author's consent. 
Technical background 
We chose the open source web publishing platform Omeka-S as the database solution for DIDOC due to the possibility to 
connect to the semantic web by using Linked Open Data. Standards like Dublin Core are already included or can be added 
easily. Additional vocabularies and ontologies can be imported or created. Other important factors for our choice of Omeka-S 
were its large community, user-friendliness and its extensibility with further modules that add functionality like improved batch 
processes as well as visualisations. Especially interesting in the context of a censorship database, was the ability of Omeka-S 
to provide reification. This helps to annotate statements with for example a degree of certainty or a source of information. We 
also added the possibility in the data editor to autofill person and organisation authority files by using the API from the Swedish 
National Library. 
Future development 
Our plan is to apply for research funding to expand the database. The vision is to create a database that can incorporate both 
the Dawit Isaak Library’s whole collection of around 1200 works and Beacons of Freedom, an earlier database of banned and 
censored literature of about 50.000 records, created by the National Library of Norway. 
We also want to develop visualisations, for example an interactive map and timelines, to provide users with different ways of 
accessing the information. 
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Abstract 
This paper abstract presents an approach and first results of creating a global LOD service and semantic portal, "SampoSampo", 
based on a network of interlinked Cultural Heritage knowledge graphs (KG) of different application domains. In this way, a more 
comprehensive global view for searching, exploring, and analyzing the interlinked KGs can be provided than by using local KGs 
separately. The SampoSampo LOD service can be used as a web service for providing IRI identifiers for aligning new datasets 
with the national DARIAH-FI research infrastructure on which SampoSampo is based, and for assessing the quality of data in 
different KGs by comparing their metadata. The portal underway can be used for searching and exploring the local KGs by a 
single user interface (UI) and for implementing novel application perspectives based on relational search, where semantic 
“interesting” associations (relations) between entities, such as persons, organizations, and places in the global KG, can be 
searched for and natural explanations for them be created (explainable AI). 
1. Enriching and harmonizing data by linking 
One of the great promises of Linked Data, as promoted by the 5th star in Tim Berners-Lee 5-star model1, is enriching data by 
linking it to external datasets using IRIs. A requirement for this is that the linked datasets use the same identifiers (IRIs) for the 
same resources or that IRI alignments across datasets are available. For data models and Knowledge Organization System 
(KOS) schemas, such as Dublin Core2, RDF3, SKOS4, etc., harmonized use of IRIs is often the case due to standardization 
efforts, but not so often for data resources representing things of the real world, such as persons, organizations, and places. 
This key problem of aligning and interlinking datasets based of different identifier systems has been addressed before in many 
ways. For example, in the library world, different identifiers are often used for, e.g., authors and places in national collections, 
and linking systems, such as the Virtual International Authority File service VIAF5 have been created to mitigate the problem 
(Hickey and Toves 2014). Linked Open Vocabularies (LOV) is an example of a high-quality catalogue of reusable vocabularies, 
their alignment, and version histories (Dumontier et al. 2017). 
This paper presents work on creating a new kind of VIAF-like mapping system and semantic portal called SampoSampo for 
cross-domain CH collections. The novelty in our case is two-fold: The system is based on existing KGs and LOD services already 
available on the Semantic Web, and includes not only a LOD service but a semantic portal, too. The focus is on using data of 
the over 20 Sampo KGs (Hyvönen 2022) that publish LOD in different application domains of Cultural Heritage, such as artifacts 
(CultureSampo), literature (BookSampo), musical performances (OperaSampo), artworks (ArtSampo), parliamentary speeches 
and networks (ParliamentSampo), culturally significant people (BiographySampo), academic people registers (AcademySampo), 
military history (WarSampo), and epistolary collections (LetterSampo). These KGs constitute a component of the Finnish 
DARIAH-FI research infrastructure6 (Hyvönen 2024). We present the underlying ideas of SampoSampo, methods used, and 
report first results of creating the SampoSampo in practise. 
2. Use cases of SampoSampo 
There are many reasons and use cases for creating SampoSampo. The entity resources used in the Sampo systems are often 
based on the same infrastructural resources available at the Finnish ontology services ONKI7 and Finto8. However, due to 
historical and other reasons, also application specific KOS have been used for populating the metadata models, and the data is 
linked to international datasets, too. A goal of SampoSampo is to create a kind of universal reference service and a SPARQL 
endpoint for using the resources of Sampos. This kind of LOD service is useful when creating and aligning new datasets with 
existing ones by FAIR principles9. Furthermore, one benefit of collecting and assembling biographical data from multiple distinct 
sources is getting it enriched. As an example, one data source might have the main focus on someone’s career as a politician 
or as an artist while there might be more information about, e.g., her or his family relations in another data source. Besides that, 
comparing actor data imported from multiple databases also facilitates detecting contradictions and errors in the data sources. 
We also aim at providing the end users with a single semantic portal and UI to a set of underlying KGs based on their shared 
resources. Using this portal, it is possible to search, browse, and analyse several local KGs on a global level at the same time. 
Furthermore, the portal will be capable for cross-cultural knowledge discovery of semantic association between entities 
(Lehmann, Schüppel, and Auer 2007; Tartari and Hogan 2018) and explaining them in natural language, using the “knowledge-
based” approach to relational search (Hyvönen and Rantala 2021; Rantala, Hyvönen, and Leskinen 2023; Rantala et al. 2024). 
Our focus is on resources for historical persons, organizations, and places that are widely used in virtually all Sampo systems. 
For example, Figure 1 illustrates the linkedness of some biographical Sampo systems and other systems, including the Kanto 
authority file system10 by the National Library of Finland, Wikidata11, and the German Integrated Authority File system of the 
Deutsche National Bibliothek (GND)12. The numbers on the connection arcs tell the number of shared resources between the 
connected datasets. For example, from the 100 000 persons in the WarSampo KG (Koho et al. 2021; Hyvönen et al. 2016) 2600 
can be found in Wikidata and 290 in the ParliamentSampo KG (Leskinen, Hyvönen, and Tuominen 2021; Hyvönen et al. 2024). 
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3 Resource Description Framework RDF: https://www.w3.org/RDF/ 
4 Simple Knowledge Organization System SKOS: https://www.w3.org/2004/02/skos/ 
5 Virtual International Authority File system: https://viaf.org 
6 LOD part of the FIN-CLARIAH/DARIAH infrastructure: https://seco.cs.aalto.fi/projects/fin-clariah/ 
7 ONKI service: https://onki.fi 
8 Finto service: https://finto.fi 
9 FAIR principles: https://www.go-fair.org/ 
10 Kanto authorities: https://finto.fi/finaf/en/ 
11 WIkidata: https://wikidata.org 
12 Gemainsame Normdatei: https://www.dnb.de/EN/Professionell/Standardisierung/GND/gnd_node.html 
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Abstract 
Epistolary data (data related to letters) is by nature stored in geographically distributed archives and collections, as letters are 
exchanged between different people and places. To get a global view and analyze correspondences, the archival collections, 
and the underlying egocentric and social networks, data from the separate data silos in different cultural heritage (CH) 
organizations have to be aggregated, harmonized, and published as a global data service with APls for Digital Humanities 
research and application development. This paper presents an overview of the system LetterSampo Finland (1800-1917) 
consisting of a Linked Open Data (LOD) service and a semantic portal designed for these purposes. The LOD service contains 
extensive metadata on one million letters sent or received in the Grand Duchy of Finland during 1809-1917, aggregated from 
various Finnish CH organizations, harmonized by using a shared ontological data model and vocabularies, and published as a 
LOO service with a SPARQL endpoint and data dumps under an open license. Based on the so-called Sampo model and Sampo-
UI framework, a new semantic portal has been created on top of the LOO service. This portal can be used for searching, 
exploring, and analyzing letters, letter collections, and networks within these correspondences. 
1. Introduction 
Letters are an important source of data for historical research, biography, and prosopography. Letters have been in a central 
role for the development of scientific thinking: During the Age of Enlightenment it became possible for people to send and receive 
letters across Europe and beyond, based on a revolution in postal services. This opportunity resulted into the so-called 
Republic of Letters (RofL) (Respublica litteraria), a cross-national collaborative communication network that formed a basis for 
modern European scientific thinking, values, and institutions in Early Modern times 1400-1800 (Hotson and Wallnig 2019; Miert 
2016). Sending letters is a phenomenon that is in many ways analogous to many means of communication using the Internet, 
email, social media, and the World Wide Web (WWW) since the 1990' s (Urena-Carrion et al. 2022). 
Collections of sent and received letters are therefore stored in various archives for future generations to study. To enable Digital 
Humanities (DH) research (McCarty 2005; Gardiner and Musto 2015) on heterogeneous, distributed letter collections, data about 
the letters have been aggregated, harmonized, and provided for the research community through various databases and web 
services. Examples of such services include Europeana1, Kalliope2, The Catalogus Epistularum Neerlandicarum3, Electronic 
Enlightenment4, ePistolarium5, the Mapping the Republic of Letters project6, SKILLNET7, correspSearch8, and the Early Modern 
Letters Online (EMLO) catalogue9. 
From a technical point of view, epistolary metadata are challenging as letters are distributed in different cultural heritage 
organizations, have been catalogued using different data models and vocabularies, the letters are written in different languages, 
and the collections are typically incomplete. Using linked data provides a promising approach to tackle these problems. In 
(Tuominen et al. 2022) application of the idea to the Early Modern Letter Online database of the Oxford University was discussed. 
The LetterSampo Framework for publishing and using epistolary linked data for DH research was introduced in (Hyvönen, 
Leskinen, and Tuominen 2023) and (Leskinen et al. 2024), and later employed in the Constellations of Correspondence - Large 
and Small Networks of Epistolary Exchange in the Grand Duchy of Finland (CoCo) project10 for developing LETTERSAMPO 
FINLAND (1809-1917). This paper extends substantially our earlier paper on the CoCo project (Tuominen et al. 2022). We 
present results of applying and extending the LetterSampo Framework, using the so-called Sampo model (Hyvönen 2022) and 
Sampo-UI framework (Ikkala et al. 2022; Rantala et al. 2023), and the software developed for the case study regarding letters 
sent and received in Finland during the Grand Duchy in Finland (1809-1917). 
2. Contributions of LetterSampo Finland (1809-1917) 
1. Searching letters. If a researcher was looking for the letters written or received by a person X, it has not been easy to find out 
in what archives such letter can be found. For the first time, fundamental queries like "Find all letters sent (or received) by person 
X" can be answered under a single search engine in Finland. 
2. Providing a global view of correspondences. The aggregated collection of LETTERSAMPO FINLAND (1809-1917) provides 
a global view of the scattered letters can now be provided. From a quantitative point of view it has not been possible to answer 
simple questions, such as "How many letters available in archives are were sent in Finland during a period X in 1809-1917". 
3. Analyzing metadata. Based on the metadata, it is now possible to analyze correspondences in flexible ways based on, e.g., 
persons, times, and places. For example: "How many letters did X receive from Y during time T", "How many letters were sent 
to place X by person Y?", "Who are the most active letter writers?". 
4. Analyzing letter content. In some well-curated collection of prominent Finns, such as Johan Vilhelm Snellman (1806-1881), 
Zacharias Topelius (1818-1898), Johan Ludvig Runeberg (1804-1877), and Elias Lönnrot (1802-1884), not only metadata but 
also the letter contents are available in digital form for for textual and other analyses. 
5. Analyzing underlying networks. Sending and receiving letters indicate social networks underlying the correspondences. 
Network analysis can be used to find out, for example, egocentric networks of individual people, social networks of groups of 
people, their central figures (hubs), and to study processional and family communications, or how the networks evolve in time 
(temporal networks). 
6 Developing infrastructure for epistolary data. The primary data and metadata in archives is available in various formats, such 
as PDF and Word documents, spreadsheets, and in different kind of databases. It would be important to develop shared data 
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models and vocabularies for representing epistolary data in the future based on the FAIR principles11, so that the data would be 
more Findable, Accessible, Interoperable, and Re-usable in the future as the collections evolve and new ones are established. 
7. Analysing archival collections The data can also be used for finding out what kind of epistolary fonds different archives have, 
how the collections have evolved in time, and to study geographical distributions of where the letters have been sent and 
received. 
3. Paper outline 
The full paper based on this abstract is organized as follows:  
First, its is explained how a questionnaire was sent in Finland to over 100 CH organizations that were expected to host 
collections of letters from the time period c. 1800-1917. As a result, data from several organizations were received and 
statistics based on this investigation are provided in the paper. 
Second, the tedious data cleaning process (Drobac et al. 2023) and pipelines for transforming primary dataset into linked open 
data are described. Several challenges were encountered: the data came in various heterogeneous forms that often needed 
human interpretation. Also issues of data quality, errors, and incomplete data arose. A major challenge here was linking and 
aligning person names with unique entities as person names change in time due to, e.g., marriages and deliberate name changes 
(Drobac, Leskinen, and Wahjoe 2023). Furthermore, various name variants have been used for the same persons in different 
archives and by different catalogers in different times. To tackle this, biographical data including, e.g., the times of living as well 
as the known name variations of individuals has been assembled from various data sources including earlier publications iin 
Sampo series. Furthermore, the person data is also enriched from these external sources.  
Third, the ontology-based data model extended from that of (Leskinen et al. 2024) and well as the vocabularies used for 
populating Linked Data are overviewed. In the data model the classes in the most central role are the metadata records, the 
letter resources, and the actors in correspondences. 
From a data perspective, a major challenge in the case study was that in many, if not most cases, letter-wise metadata were not 
available but only metadata about archival units. For example, a particular unit in an archive may contain N letters that two 
families exchanged during a time period T, but it is not known who sent what letter to whom. On the other hand, in some cases 
pertaining to people of national importance, very detailed metadata about individual letters, including content annotated with 
mark-up such as TEl12 was available. Another challenge of the data is its size: the KG contains information about nearly one 
million letters coming from 11 archives and 1100 fonds, with 95 000 historical people and 2000 places referred to. 
Fourth, the process of establishing the LOD service and SPARQL endpoint using the Linked Data Finland platform LDF.fi13 and 
publishing the data dumps an part of the national FINCLARIAH research infrastructure14 are explained. 
The LOD service SPARQL API can be used directly for DH research by, e.g., the Yasgui SPARQL query editor (Rietveld and 
Hoekstra 2017) or Jupyter Notebooks15. Examples with visualizations of this use case are given. Furthermore, we present results 
of using network analysis on epistolary data, using, e.g., the egocentric network based on Elias Lönnrot's correspondences 
(Poikkimäki, Leskinen, and Hyvönen 2024). 
Fifth, the LETTERSAMPO FINLAND (1809-1917) semantic portal with its four application perspectives based on integrating 
faceted semantic search and browsing with data-analytic tool is presented with examples for searching, exploring, and analyzing 
the underlying LETTERSAMPO FINLAND (1809-1917) knowledge graph. 
Finally, contributions of the research are summarized, challenges of using data-analytic methods in analyzing incomplete 
epistolary data are discussed, and directions for further research are proposed. 
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Endnotes 
 
1 http://www.europeana.eu 
2 http://kalliope.staatsbibliothek-berlin.de 
3 http://picarta.pica.nl/DB=3.23/ 
4 http://www.e-enlightenment.com 
5 http://ckcc.huygens.knaw.nl/epistolarium/ 
6 http://republicofletters.stanford.edu 
7 https://skillnet.nl 
8 https://correspsearch.net 
9 http://emlo.bodleian.ox.ac.uk 
10 CoCo project homepage in Aalto University: https://seco.cs.aalto.fi/projects/coco/ 
11 FAIR principles: https://www.go-fair.org/ 
12 Text Encoding Initiative TEI: https://www.tei-c.org/ 
13 Linked Data Finland platform: https://ldf.fi 
14 Linked datata part of FIN-CLARIAH/DARIAH-FI: https://seco.cs.aalto.fi/projects/fin-clariah/ 
15 Jupyter Notebooks: https://jupyter.org/ 
 
Bibliography 
 
Drobac, Senka, Johanna Enqvist, Petri Leskinen, Muhammad Faiz Wahjoe, Heikki Rantala, Mikko Koho, Ilona Pikkanen, et al. 
2023. “The Laborious Cleaning: Acquiring and Transforming 19th-Century Epistolary Metadata.” In Digital Humanities in the 
Nordic and Baltic Countries. Publication, DHNB2023 Conference Proceeding, 5:248–262. 1. University of Oslo Library, 
Norway. https://doi.org/10.5617/dhnbpub.10669. 
 
Drobac, Senka, Petri Leskinen, and Muhammad Faiz Wahjoe. 2023. “Navigating the Challenges of Deduplicating Actors in 
Historical Letter Exchanges.” In Proceedings of the 24th European Conference on Knowledge Management, 24:1694–1697. 2. 
Academic Conferences International Limited. https://doi.org/10.34190/eckm.24.2.1317. 



 

 91 

 
Gardiner, Eileen, and Ronald G. Musto. 2015. The Digital Humanities: A Primer for Students and Scholars. 
Https://doi.org/10.1017/CBO9781139003865. New York, NY, USA: Cambridge University Press. 
 
Hotson, Howard, and Thomas Wallnig, eds. 2019. Reassembling the Republic of Letters in the 
Digital Age. Göttingen University Press. https://doi.org/10.17875/gup2019-1146. 
 
Hyvönen, Eero. 2022. “Digital Humanities on the Semantic Web: Sampo Model and Portal Series.” Accepted, Semantic Web, 
http://www.semantic-web-journal.net/content/digital-humanities-semantic-web-sampo-model-and-portal-series. 
 
Hyvönen, Eero, Petri Leskinen, and Jouni Tuominen. 2023. “LetterSampo – Historical Letters on the Semantic Web: A 
Framework and Its Application to Publishing and Using Epistolary Data of the Republic of Letters.” Journal on Computing and 
Cultural Heritage 16 (1). 
 
Ikkala, Esko, Eero Hyvönen, Heikki Rantala, and Mikko Koho. 2022. “Sampo-UI: A Full Stack JavaScript Framework for 
Developing Semantic Portal User Interfaces.” Semantic Web 13 (1): 69–84. https://doi.org/10.3233/SW-210428. 
 
Leskinen, Petri, Javier Ureña-Carrion, Jouni Tuominen, Mikko Kivelä, and Eero Hyvönen. 2024. “Knowledge Graphs and Data 
Services for Studying Historical Epistolary Data in Network Science on the Semantic Web.” Under open review, Semantic Web, 
https://www.semantic- web- journal.net/content/knowledge- graphs- and- data- services- studying- historical-epistolary-data-
network-science-1. 
 
McCarty, Willard. 2005. Humanities Computing. Palgrave, London. 
 
Miert, Dirk van. 2016. “What was the Republic of Letters? A brief introduction to a long history (1417–2008).” Groniek 
204/205:269–287. 
 
Poikkimäki, Henna, Petri Leskinen, and Eero Hyvönen. 2024. “Using Network Analysis for Studying Cultural Heritage 
Knowledge Graphs – Case Correspondence Networks in Grand Duchy of Finland 1809–1917.” Under review. August. 
https://seco.cs.aalto.fi/publications/2024/poikkimaki-et-al-coco-2024.pdf. 
 
Rantala, Heikki, Annastiina Ahola, Esko Ikkala, and Eero Hyvönen. 2023. “How to create easily a data analytic semantic portal 
on top of a SPARQL endpoint: introducing the configurable Sampo-UI framework.” In VOILA! 2023 Visualization and Interaction 
for Ontologies, Linked Data and Knowledge Graphs 2023. CEUR Workshop Proceedings, Vol. 3508, October. https://ceur-
ws.org/Vol-3508/paper3.pdf. 
 
Rietveld, Laurens, and Rinke Hoekstra. 2017. “The YASGUI family of SPARQL clients.” Semantic Web – Interoperability, 
Usability, Applicability 8 (3): 373–383. https://doi.org/10.3233/SW-150197. 
 
Tuominen, Jouni, Mikko Koho, Ilona Pikkanen, Senka Drobac, Johanna Enqvist, Eero Hyvönen, Matti La Mela, Petri Leskinen, 
Hanna-Leena Paloposki, and Heikki Rantala. 2022. “Constellations of Correspondence: a Linked Data Service and Portal for 
Studying Large and Small Networks of Epistolary Exchange in the Grand Duchy of Finland.” In 6th Digital Humanities in Nordic 
and Baltic Countries Conference. https://seco.cs.aalto.fi/publications/2022/tuominen-et-al-coco-dhnb-2022.pdf. CEUR 
Workshop Proceedings, March. 
 
Ureña-Carrion, Javier, Petri Leskinen, Jouni Tuominen, Charles van den Heuvel, Eero Hyvönen, and Mikko Kivelä. 2022. 
“Communications Now and Then: Analyzing the Republic of Letters as a Communication Network.” Applied Network Science 7 
(26).  
  



 

 92 

Eero Hyvönen1,2, Jouni Tuominen2,3, Heikki Rantala1, Petri Leskinen1, Rafael Leal1, Annastiina Ahola1 
1Aalto University; 2University of Helsinki (HELDIG); 3University of Helsinki (HSSH) 

How to create a Linked Open Data service and semantic portal for your own Cultural Heritage data 
 
ID: 124  
Half-day tutorial 
Keywords: linked open data, semantic web, data services, semantric portals, data analysis 
 
General motivation for the tutorial 
To facilitate Digital Humanities (DH) research, following basic tasks need to be done: 1) Transforming, harmonizing, and 
aggregating Cultural Heritage (CH) data into a form suitable for research. 2) Publishing the data with APIs for research and 
applications. 3) Provision of tools and applications for DH analyses. 
Semantic web technologies and Linked Open Data (LOD) provide a promising approach and tools for these tasks. A proof of 
concept of this is the "Sampo series" of over 20 Linked Open Data services of CH data with semantic portals on top them that 
are in use in Finland (Hyvönen, 2023). These systems are used by both DH researchers and the general public with up to over 
million end users in some Sampos. Semantic web technologies can in many cases be used with little experience in computer 
science but are still not so well known and utilized by DH researchers, although more and more LOD datasets are readily 
available on the Web. This tutorial is targeted to mitigate this challenge. 
Learning objectives/outcomes 
Since 2002, the Semantic Computing Research Group (SeCo) in the Aalto University and University of Helsinki has been involved 
in 1) developing a national semantic web infrastructure and 2) the Sampo series of Linked Open Data (LOD) services and 
semantic portals. This work goes on today as part of the national Finnish DARIAH-FI research infrastructure program, in relation 
to Aalto University’s collaborations with DARIAH-EU. Based on lessons learned during this work, the goal of this tutorial is to 
explain in practice how the standards, models, tools, datasets, and portals developed can be re-used for creating new LOD 
services and applications for DH, based on one's own data available in different formats. 
Coordinators 
Researchers of the SeCo group: Eero Hyvönen (contact), Jouni Tuominen, Annastiina Ahola, Heikki Rantala, Petri Leskinen, 
Rafael Leal (cf. program draft below) 
Format 
Presentations and demonstrations. Advise for hands-on experiments. 
Target audience 
DH researchers with computation interests. No specific skills required. 
More information 
Following articles overview our research and lessons learned regarding 1) the national LOD infrastructure, 2) Sampo series of 
LOD services and semantic portals, and 3) the vision of using the Semantic Web for DH research towards knowledge discovery 
and Artificial Intelligence-based systems: 

1. Eero Hyvönen: How to Create a National Cross-domain Ontology and Linked Data Infrastructure and Use It 
on the Semantic Web. Semantic Web, in press, 2024. DOI: 10.3233/SW-243468. 

2. Eero Hyvönen: Digital Humanities on the Semantic Web: Sampo Model and Portal Series. Semantic Web, 
vol. 14, no. 4, pp. 729-744, 2023. 

1. Eero Hyvönen: Using the Semantic Web in Digital Humanities: Shift from Data Publishing to Data-analysis 
and Serendipitous Knowledge Discovery. Semantic Web, vol. 11, no. 1, pp. 187-193, 2020. 

1) "Sampo" is a mythical device playing a central role in the Finnish epic Kalevala. According to a popular interpretation, it is 
regarded as a metaphor of amazing ancient technology. 
 
Bibliography 
 
Eero Hyvönen: How to Create a National Cross-domain Ontology and Linked Data Infrastructure and Use It on the Semantic 
Web. Semantic Web, in press, 2024. DOI: 10.3233/SW-243468. 
 
 
Eero Hyvönen: Digital Humanities on the Semantic Web: Sampo Model and Portal Series. Semantic Web, vol. 14, no. 4, pp. 
729-744, 2023. 
 
Eero Hyvönen: Using the Semantic Web in Digital Humanities: Shift from Data Publishing to Data-analysis and Serendipitous 
Knowledge Discovery. Semantic Web, vol. 11, no. 1, pp. 187-193, 2020.  
  



 

 93 

Daniel Ihrmark, Ahmad Kamal 
Linnaeus University, Sweden 

Coding as Disciplinary Literacy for Digital Humanities 
 
ID: 300 / WS09: 3 
Workshop on Digital Humanities and Social Sciences/Cultural Heritage (DHSS/DHCH) in Higher Education 
Keywords: programming, teaching, disciplinary literacy, computational thinking 
 
Disciplinary literacy refers to the specific literacies required to understand and engage with materials written using the semiotic 
repertoire unique to a given field (Shanahan & Shanahan, 2017). Traditionally, it bridges language learning and content 
knowledge, emphasizing modes of communication, such as graphs and charts in the social sciences, that are integral to 
understanding specific classroom subjects. This proposal extends the concept of disciplinary literacy to include programming as 
an important literacy for Digital Humanities (DH) education, particularly when integrated with the established framework of 
computational thinking (Wing, 2006). 
Over the past two years, cohorts in the Linnaeus University DH MA program have been introduced to Python scripts in Google 
Colab as a supplementary component to a first-semester course on digital methods. The course primarily relies on executables 
with graphical user interfaces (GUIs) for assignments in text analysis, network analysis, and Geographic Information Systems 
(GIS). Alongside these tools, Python scripts performing similar tasks at a more basic level have been provided within each 
module. In addition, a similar mode of teaching has been used during the BALADRIA summer schools, with a mixed group of 
PhD and MA students from different fields and disciplines. 
The inclusion of Python scripts is not intended to primarily develop students' practical coding skills, but to foster engagement that 
builds towards literacy in reading and interpreting code in a similar way to how other introductions to languages are carried out. 
This foundational literacy aligns with Moje’s 4Es of disciplinary literacy—engaging students in authentic disciplinary practices, 
eliciting and engineering prior knowledge and experiences, examining the underlying principles and methods, and evaluating 
their understanding to empower them as actors within the discipline (Moje, 2015). Integration with focus on reading and 
interpretation can also serve to concretize the decomposition, pattern recognition, abstraction, and algorithm steps suggested 
by computational thinking by showcasing how they result in working code (Wing, 2006).  
By framing coding as disciplinary literacy, this presentation will argue for the deliberate integration of programming into DH 
education as a semiotic mode for engaging with content knowledge. The effects of such integration are discussed with a basis 
in student evaluations and instructors' teaching experiences. 
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Extracting, annotating, and publishing Icelandic style-shift data 
 
Thursday, 06/Mar/2025 2:00pm - 2:20pm 
ID: 206 / Session SP 06: 1 
Short paper (full-text) | 15-minute presentation with a 5-minute Q&A 
Keywords: sociolinguistics, style-shift, parliament data, annotation, database publication 
We describe the methods that we use as part of the ERC project Explaining Individual Lifespan  Change in order to extract 
data from the Icelandic Parliament Corpus, manually annotate the extracted data for the purpose of analyzing sociolinguistic  
variables, and eventually publish the annotated database in open access under a Creative Commons Attribution License (CC 
BY 4.0) and using a well established repository that is suitable for the digital humanities (CLARIN). We furthermore discuss 
how the data that we extract from the parliament corpus gains more qualitative depth by us interviewing some of the politicians 
in question directly. 
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Improving the accuracy of normalizing historical Estonian texts by combining statistical machine 
translation with Bert language model 
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Short paper (full-text) | 15-minute presentation with a 5-minute Q&A 
Keywords: Natural language processing, machine learning, historical texts, normalization, non-standard spelling 
 
Automatic analysis of historical texts is often hindered by different spelling system compared to the one used today. One 
approach to address this issue is to convert these texts to present-day spelling conventions, also called normalizing. One of the 
relatively old, however, still used methods for that is character level statistical machine translation (CSMT). As the method views 
the text one word at a time, it can lead to wrong normalizations due to lack of context. This paper gives an overview of integration 
of CSMT with BERT language models on texts written in Estonian, a morphologically rich language, to increase normalization 
accuracy. 
  



 

 96 

Maciej Janicki1, Helina Harend2,4, Kati Kallio1,3, Liina Saarlo4, Mari Väina4 
1University of Helsinki, Finland; 2University of Tartu, Estonia; 3Finnish Literature Society, Finland; 4Estonian Literary Museum, 
Estonia 

Computationally enhanced type indexing of Finnic oral poetry 
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Short paper (abstract) | 15-minute presentation with a 5-minute Q&A 
Keywords: folk poetry, oral tradition, text similarity, text reuse, type index 
 
Several Finnic languages – North and South Estonian (including Seto), Votic, Ingrian (Izhorian), Karelian, Ludic and Finnish – 
share a common tradition of oral poetry called runosong, regilaul, Finnic alliterative tetrameter, Kalevalaic poetry, etc. This song 
tradition has been documented most extensively in the 19th-20th centuries resulting in large collections in Estonia, Finland and 
Russian Karelia. Finnish and Estonian databases contain c. 250 000 digitized poem texts relating to runosong tradition that have 
been brought together in the framework of the collaborative FILTER project since 2020. 
The current presentation explores the possibilities of using a computational similarity detection method to complement the 
metadata of the song texts by type assignments in case they are missing. 
The early 20th century research was highly interested in analyzing variation of individual poem types, and comparative studies. 
More recent research has mostly concentrated on regional or parish level traditions and individual singers. Although there have 
been some comparative efforts, there is, nevertheless, no overall understanding of how the different features, formulas, motifs 
and poem types are shared and differ across linguistic and cultural areas. The tradition is really versatile. While some short poem 
types may be relatively stable, the tradition was also characterized by a high degree of complex, multilevel variation. Many 
formulas and motifs can be used in several quite different poetic contexts, and the singers often merged different plots and 
motifs, creating their own versions. 
Typological indexing of song texts has been inevitable in order to enable finding the materials with similar content and/or functions 
in large collections, and to get better insight into the nature of tradition. The principles of indexing, as well as type names have 
evolved throughout the history of folklore studies, and are not totally consistent. Most often, a poem type is identified by the 
common content or themes – or a plot in case of narrative poems – and some key motifs and line types, but in some cases rather 
by function or ritual context. Especially, the indexing of shorter fragments may be challenging if these consist of multifunctional 
verses and motifs. One text often consists of several motifs, and consequently is given several type names, whereas the 
correspondences of text parts with the type names are currently not indicated in the database. 
The digitized text material in Finland and Estonia is divided into three historical corpora. The Estonian ERAB (Estonian 
Runosongs’ Database) corpus of mostly Estonian poems and the Finnish SKVR corpus of Karelian, Ludic, Ingrian, Votic and 
Finnish poems (published as a book series 1908–1997) contain manually made poem type indices. The Finnish JR corpus of 
unpublished poems is parallel to SKVR corpus but does not have a type index. The present paper explores the ways to solve 
the task of indexing non-indexed parts of the corpora: part of ERAB and JR. 
In a collaboration between folklorists and computer scientists, we have developed a method for automatically detecting similar 
texts in the collections. The method is based on bag-of-character bigrams vector representation of lines and line-wise weighted 
edit distance alignment of songs. The similarity computation together with the user interface Runoregi to present the results have 
been described extensively in our earlier publications [1,2,3]. 
In the present work, the text similarity detection method is applied to enhance the creation of a type index for yet unlabeled 
material. The method is based on the assumption that similarity in textual content is a sufficient (though not necessary) condition 
to assign the same type label(s). Initial explorations have shown that this process frequently leads to re-evaluating existing 
labelings as well. Thus, instead of using the labeled part of the collections as training data for a classifier, we decided for a more 
cautious approach, in which type labels are transferred between pairs of highly similar poems. 
Our experiment includes two different scenarios for different collections. In the Estonian Runosongs' database, the type index is 
work in progress, with roughly 30% of the material being unlabeled. Also new texts are continuously added to the database. Here 
we use the similarity detection method to identify pairs of very similar poems, in which one is labeled and the other one is not. 
We assume that in such cases the labels can be transferred to the unlabeled poem. However, the result needs to be checked 
manually. To assess the usefulness of the method, we have selected a sample of pairs with different degrees of similarity, which 
was manually processed. The results show that the automatically generated labels are often correct. However, another typical 
case is that both poems in the pair are indeed labeled in the same way, but the classification of the already labeled poem needs 
to be changed. 
On the other hand, the collection of unpublished poems (JR) of the Finnish Literature Society is completely unlabeled, but partly 
similar or overlapping with the SKVR collection which has a complete type index. We currently do not aim for obtaining a manually 
checked index for JR. Instead, we are interested in estimates on the collection's content. We thus identify pairs of a labeled 
SKVR poem and an (unlabeled) JR poem with high textual similarity and transfer the labels automatically. Further, we study how 
the estimate changes depending on the similarity threshold used. For JR poems with no SKVR counterpart we further aim to 
obtain an estimate by applying text clustering and manually labeling the largest clusters. 
Labeling the unindexed parts of the material aids significantly both the close and distant reading of the material, as the type 
indices offer a quick way to search, understand and compare the main contents of the texts. The similarity detection method has 
a potential of significantly speeding up the manual annotation process. 
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Analysing Fairy Tales with AI: Identifying Violent Deaths and Propp’s Functions 
 
Wednesday, 05/Mar/2025 4:20pm - 4:40pm 
ID: 268 / Session SP 02: 2 
Short paper (abstract) | 15-minute presentation with a 5-minute Q&A 
Keywords: AI, Fairy Tales, Propp’s Functions, Text Analysis 
 
Fairy tales are narratives of overcoming obstacles and achieving success, often concluding with a happy ending. However, they 
also contain darker elements, including violence and cruelty. Instances of such violence appear as early as the Kinder- und 
Hausmärchen by the Brothers Grimm, where it served as a pedagogical tool. Similarly, violence is present in many of the 
16,000 fairy tales archived at the Estonian Folklore Archives. This study explored the use of AI-based text analysis tools in 
detecting violent deaths in fairy tales, focusing on the Monumenta Estoniae antiquae series, which provides a typological 
overview of Estonian fairy tales. These volumes represent three distinct categories: wonder tales (Eesti muinasjutud; EMj I:1, 
I:2) with human protagonists, animal tales (EMj II) reflecting human behaviour through animal characters, and realistic tales 
(EMj III) featuring human protagonists. For the analysis, I selected 100 consecutive fairy tales from each volume. 
 
When developing the analytical framework, I applied different AI-based chatbot tools available in mid-year 2024—ChatGPT, 
Microsoft Copilot, and Gemini Advanced—each with distinct processing capabilities. The instruction sets underwent multiple 
iterations, enhancing analytical precision. The final phase of analysis was completed using ChatGPT 4o. The AI was instructed 
to detect all instances of violence to verify whether any had been overlooked, and the models also estimated the proportion of 
violence in each text. I manually spot-checked the AI-generated results, primarily through event summaries and my own 
knowledge of fairy tales, to refine the identification of violent incidents. The results showed that analysing each tale as a 
complete narrative yielded the most accurate outcomes. AI comprehension improved when texts were first segmented into 
sentences, allowing for more precise detection of violent events. 
 
Across the 300 analysed fairy tales, 268 violent death events were recorded: 133 in wonder tales, 79 in animal tales, and 56 in 
realistic tales. Violent deaths occurred in 70% of wonder tales and over 40% of animal and realistic tales. Animal tales emerged 
as the most violent subgenre, as all deaths in this category were violent, whereas wonder tales sometimes depicted natural 
deaths. The most frequently assigned Proppian function was PF 30 ("Punishment"), accounting for one-third of violent deaths in 
wonder tales, primarily involving the retribution of antagonists or false heroes. Other common functions included PF 8 
("Villainy") and PF 18 ("Victory"). In animal tales, PF 8 was linked to over half of all violent deaths, indicating that these tales 
focus less on moral resolution than wonder tales. The findings suggest that while AI can effectively process large datasets, with 
the current stage of analysis, human oversight remains essential to ensure accuracy. 
 
Despite facilitating rapid data processing, AI did not always meet expectations on the first pass. Initial errors included 
misclassifying events, failing to detect key sentences, and overassigning Propp’s character roles—frequently attributing 
functions to background information or summaries. Manual corrections were necessary to refine the dataset. Although the AI’s 
ability to classify fairy tale elements improved with refined instructions, manual validation and corrections were often required, 
underscoring the limitations of automated literary analysis. The study highlights both the potential and the challenges of AI-
assisted corpus analysis in folklore research. While AI-driven models offer valuable insights into large text collections, they still 
require human interpretation to refine results, particularly when dealing with nuanced or metaphorical descriptions of violence. 
 
The findings suggest that while AI can effectively process large datasets, with the current stage of analysis, human oversight 
remains essential to ensure accuracy. Although the AI's ability to classify fairy tale elements improved with refined instructions, 
manual validation and corrections were often required, underscoring the limitations of automated literary analysis. 
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I Can Explain This: Enhancing Grammatical Error Correction with Explanatory Feedback in Icelandic 
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Keywords: grammatical error correction, computer assisted language learning, automated written corrective feedback, Icelandic 
 
We present an automated written corrective feedback system which connects a grammatical error correction model and the 
Icelandic Official Spelling Rules. The system is intended to aid users in correcting their spelling as well as provide them with 
explanations for the suggestions the model makes, alongside references to the relevant rules in the spelling rules. By providing 
the users with these references, we hope to help them to gain a better understanding of the Icelandic spelling rules. We compare 
our system to two large language models, GPT-4o and Claude 3.5 Sonnet, and discuss how it compares to them when it comes 
to correcting an erroneous text as well as explaining their corrections. Furthermore, we demonstrate that these large language 
models exhibit a problematic tendency to offer incomplete or even inaccurate explanations for their edits. 
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Leveraging ChatGPT in analyzing legacy dictionary data 
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Short paper (abstract) | 15-minute presentation with a 5-minute Q&A 
Keywords: ChatGPT, Legacy Dictionaries, Lexicography, Semantic Analysis 
 
The integration of advanced AI tools like ChatGPT presents innovative opportunities for understanding and enhancing the data 
found in legacy dictionaries. This presentation explores the application of ChatGPT in the context of analysing structured data 
from older dictionaries, focusing on their value as representatives of the language and culture at the time they were compiled, 
as well as their semantic content and enhancement through additional target languages. 
A case study for this approach is Björn Halldórsson's trilingual dictionary, which emerged during a significant shift in Icelandic 
lexicography. While the 17th and 18th centuries saw efforts primarily focused on Old Norse/Icelandic and Latin, Halldórsson's 
dictionary, published in 1814, marks a transition to modern languages, by including Danish as a target language. With around 
29,000 entries, this dictionary provided both Latin and Danish translations of Icelandic headwords. The dictionary was 
republished in 1992 and as a result also exists in a digital format (as TeX-documents). 
Halldórsson utilized a range of sources, including medieval texts and earlier dictionaries, but also drew from his own 
contemporary Icelandic language, incorporating vocabulary related to agriculture, trades, and daily life. As a result the headwords 
of the dictionary represent a rather broad semantic range that ChatGPT can further quantify by analyzing the dictionary's content 
and assigning words and senses to a system of semantic domains. 
The presentation will explore some of the ways that ChatGPT can be useful in analysing the data from Halldórsson’s dictionary. 
By employing natural language processing (NLP) techniques, ChatGPT can extract definitions, example sentences, and related 
terms from the digtal version of Halldórsson's dictionary. It can identify gaps or inconsistencies within the data. Furthermore, 
ChatGPT can facilitate the identification of new lexical information, drawing on contemporary language data to illustrate how 
words have developed or changed in meaning over time. Some examples of this will be shown in the presentation. 
An additional transformative capability of ChatGPT lies in its machine translation functionalities. In the context of Halldórsson's 
dictionary, for instance, ChatGPT can introduce English as an additional target languages, generating equivalent definitions and 
examples that broaden the dictionary's utility for potential users. It can also compare the definitions given in Latin vs. Danish and 
identify inconsistencies and discrepancies, as is evident from some of the examples discussed. 
The use of ChatGPT in analysing lexicographic data offers an innovative approach to disseminating and understanding the 
material found in legacy dictionaries like Halldórsson's. By drawing on this LLM’s capabilities to analyze structured data, 
incorporate semantic domains, and add multiple target languages the user may gain a deeper insight into the linguistic and 
cultural material presented in such works while also noticing novel aspects of later language developments. It is important to 
keep in mind that while ChatGPT can generate suggestions and highlight potential areas of interest, human oversight is 
necessary to ensure accuracy and relevant context. 
The study demonstrates how ChatGPT can be used in various manners to analyse legacy lexicographic data and through the 
processes described above provide a deeper understanding of the contemporary language of the time of the dictionary compiling 
as well as shedding some light on later languge development. 
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Structuring OCR using LLMs for catalogue cards 
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Poster and demo (abstract) with accompanying a 1-minute lightning talk 
Keywords: ocr, ai, catalogues, structure, llm 
 
In this poster, we present the preliminary phase of a project to digitize the card catalog for the Lars Dahle Library at VID 
Specialized University. The goal of the overall project is to convey the story of Dahle, a missionary and scholar who was an 
active voice in the Norwegian religious community in the late 19th and early 20th centuries. While traditional library digitization 
tools can handle basic metadata extraction, they often struggle with historical catalog cards that contain complex annotations, 
non-standard abbreviations, and multiple languages. Our approach combines Large Language Models (LLMs) with structured 
prompts to handle these challenges while maintaining consistency across the collection of over 4,000 books. 
The workflow consists of three main stages. First, the scanned cards are converted from PDF to PNG format and then processed 
through pytesseract, a Python version of Google's Tesseract OCR engine, to extract text. The output of this stage is a CSV file 
with two columns: the card filename and the extracted text. 
In the second stage, we use carefully crafted prompts to direct LLMs (Llama and Claude) in extracting and normalizing specific 
data points. These prompts were developed through interactive sessions with Claude, allowing us to iteratively refine the 
instructions based on real-time feedback and test cases before finalizing them for batch processing. The prompts guide the LLMs 
in: 
1. Signature Codes: Through structured prompts, the LLM identifies classification markers like "ST," "Le," or "Te" from a 
predefined list of valid codes. 
2. Author and Title Identification: The LLM processes OCR output using pattern-matching prompts, successfully handling cases 
with annotation standards (e.g., extracting "Carl Scharling" from "S(charling), C(arl)") and OCR errors. 
3. Data Normalization: Using a combination of rule-based prompts and LLM capabilities, we: 

• Standardize author names based on defined formatting rules 

• Expand place name abbreviations (e.g., "Kbh." to "København/Copenhagen") 

• Add geolocation data through a semi-automated verification process 
The resulting structured data is organized into a knowledge graph, where entities (authors, publications, places) and their 
relationships are explicitly modeled. 
The final stage involves human validation of the LLM outputs, particularly for ambiguous cases and geolocation data. The 
resulting structured data enables both traditional catalog searching and novel visualization approaches, which we demonstrate 
using Python's folium package to create interactive maps of publication locations. 
This hybrid approach of combining LLMs with structured prompts and human oversight offers advantages over traditional catalog 
digitization tools, particularly in handling historical materials with non-standard formatting and multiple languages. The knowledge 
graph representation is particularly valuable for capturing the rich interconnections in historical library collections, such as 
tracking publication locations over time or identifying networks of authors and publishers. In addition, the techniques developed 
here can be extended to other library digitization projects, especially those involving documents with rich metadata like book 
colophons. 
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Echoes of War: AI-Driven Insights from Finnish Jahvetin kirjelaatikko Archive 
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Poster and demo (abstract) with accompanying a 1-minute lightning talk 
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The Labor Organisation of Brothers-in-Arms initiated activities aimed at maintaining and developing, among other things, spiritual 
national defense work and combating organized rumor campaigns. The activities expanded to include monitoring the effects of 
citizens' moods and political events. For this purpose, a correspondence service was established, which, after the start of the 
Continuation War, expanded to include letters being featured in radio broadcasts. Yrjö Kilpeläinen was chosen as the editor of 
these broadcasts. The program was very popular, and around 100,000 letters were sent during the war years. About 30,000 of 
these letters, deemed to be of broader interest, were addressed in the radio broadcasts, while responses to others were sent by 
mail. The letters covered a wide range of citizens' problems during the difficult conditions of the war and shortage periods, with 
the help of experts from various fields used in drafting the responses. 
At the end of 1941, the correspondence service was transferred directly under the State Information Agency. The program, 
named "Jahvetin kirjelaatikko" ("Jahvetti's Mailbox"), was broadcasted from 1941 to 1945. The State Information Agency was 
dissolved at the end of 1944, and a State Information Center was established under the Prime Minister's Office, along with an 
Information Supervision Department within the Ministry of the Interior, to handle the reduced tasks. The Jahvetin kirjelaatikko 
archive was transferred to the National Archives in December 1958. 
Our poster describes various computational methods for effective processing of large, digitized archives. The objective is two-
fold. First, we introduce Jahvetin kirjelaatikko archive, a digitized historical collection of around 100 000 civilian sent letters. 
Second, we present various computational tools and methods particularly appealing in cases where there is a substantial mass 
of data to make sense of. 
We explain the workflow from transforming raw digitized data into machine-readable format with Handwritten Text Recognition 
(HTR) such as the NAF Multicentury HTR pipeline. The pipeline is built on top of three machine learning models trained primarily 
on handwritten Finnish and Swedish texts from the 17th to 20th centuries, processing documents with a Character Error Rate 
(CER) of 3,1%. Grounded by practical examples, we further discuss how easy-to-employ yet powerful computational tools can 
streamline and strengthen research processes. Specifically, we explore how 1) Topic Modeling can label documents based on 
their content, providing both granular view of individual documents and a broader understanding of the collection, 2) Named 
Entity Recognition (NER) can enrich document metadata by extracting additional information like names, locations, dates, and 
events, and 3) Geotagging documents can reveal regional variations, providing insights into how events unfolded or impacted 
different areas. 
By combining Topic Modeling, Named Entity Recognition, and Geotagging, we highlight that researchers can organize vast 
historical collections into manageable units and identify hidden patterns or discourses using different computational tools. They 
provide a supplementary yet effective way to analyze digitized archives, such as Jahvetin kirjelaatikko, enabling researchers to 
draw novel conclusions of the past phenomena yet to be discovered. 
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From Exhibit to Experience: Enhancing Learning with Museum Collections through Open Innovation 
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Living Lab methodology 
 
Museums are increasingly utilising their collections to reach audiences digitally, enhancing educational experiences for students 
and visitors alike. The Estonian Maritime Museum (EMM) has adopted this approach through two recent initiatives that expand 
digital learning and engagement. As a partner in the Horizon Europe RECHARGE project, EMM uses a Living Labs and open 
innovation framework to co-create classroom resources with partners from educational technology community. This collaborative 
process has enabled EMM to bring museum content to life in educational settings, offering students immersive, curriculum-
aligned materials that connect them to maritime history interactively. 
In another open innovation initiative, EMM served as a piloting partner with Ericsson, helping to design the user-focused aspects 
of the Every Place Has A Story platform. This augmented reality (AR) solution aimed to add digital storytelling layers to the 
museum’s physical exhibits, enhancing visitor engagement by connecting artefacts to vivid historical narratives. Although the 
project ultimately proved unviable for long-term use, it offered EMM invaluable experience in digital storytelling based on museum 
collections, building the team’s capacity to engage in similar future projects. 
This presentation will explore EMM’s experience with RECHARGE, illustrating how Living Labs support sustainable educational 
tools by merging community insights with technical expertise. It will also reflect on the lessons learned from the Ericsson 
collaboration, demonstrating how digital layers can transform museum collections both in-person and remotely, fostering 
impactful connections between cultural heritage and technology for diverse audiences. Additionally, the presentation will provide 
practical guidance on using the participatory cultural business model canvas developed during the RECHARGE project and offer 
insights into building a development process based on the Living Lab methodology. 
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Atheist Videos and Islam: An Analysis of Ten Pakistani Atheist Videos 
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Doctoral Consortium 
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Similar to other Muslim-majority contexts (Duile 2017; Elsässer 2021; Schäfer 2016; Schielke; Van Nieuwkerk 2019), atheism in 
Pakistan is gaining visibility, with digital platforms playing a central role in facilitating critiques of Islam by Pakistani atheists. My 
PhD thesis examines 'Digitalization and its Role in Atheist Activism in Muslim-majority Contexts: A Case Study of Pakistan.' The 
significance and originality of this study stem from both its focus on a relatively underexplored topic—online atheist activism in 
Pakistan as an important part of the Muslim-majority contexts—and its methodology, which employs large-scale, computer-
assisted analysis of naturalistic data. 
Following a presentation of my thesis at DASH Introductory Workshop inUmeå University in September 2024, I now plan to 
present a section of my thesis at DHNB 2025. This presentation, which will constitute as the third chapter of my thesis, will offer 
a detailed thematic analysis of anti-religious/Islamic discourse in 10 videos produced by atheist activists, which were purposively 
sampled for an initial investigation to identify the themes and topics. 
The aim of identifying and analyzing these themes is to contextualize them within broader Islamic Studies scholarship. I seek 
critical feedback on the methodology and the thematic areas under discussion, to refine both the analysis and theoretical 
framework. 
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Exploring modal syntax across the written–spoken language continuum 
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Keywords: Syntax, corpus linguistics, online discussions, computational methods 
 
From a linguistic perspective, online discussion forums are spaces where language has many opportunities for relatively 
unrestricted variation.There, language users are free to alter the mode of their expression according to the needs arising in the 
evolving context and communicative environment. Further, online discussion forums seldom have very specific guidelines 
concerning how ardently the forum users should adhere to the norms of standardized language. A common consequence of this 
is that online discussion forums fluctuate relatively freely between colloquial, speech-like written language and more careful, 
standardized expression (Crystal 2011). As language users seek to emulate spoken language in writing, the language use begins 
to carry features related to idiolectal, gender, generational and geographical variation – basically along all the axes often used 
to characterise language use in sociolinguistics. 
In this paper, we will study how syntactic features behave in three different Finnish language corpora (a news corpus, a spoken 
language dialect corpus and an online discussion forum corpus) and whether their distributions align against the expected axes 
of variation, showing first and foremost the distinction between standardized written language and more colloquial modes of 
expression in addition to common sociolinguistic background variables. Large-scale, distributional approach – building 
characterisations of linguistic expressions use with the help of features of their aggregated occurrences – has generally been 
relatively rare in studies on syntax (Dunn 2024). Whatmore, syntactic variation is probably the least studied aspect of linguistic 
variation, possibly because it requires quite large datasets and, regarding syntactic features, it is not easy to identify the 
competing variants the language users make their choices from. In corpus linguistic studies on register - situationally defined 
texts with specific aims, such as news articles (Biber 1988) - syntactic features have, however, been frequently used. This is 
because the level of syntax is intimately connected to the communicative aims associated with a register, - these features first 
and foremost seen as a vehicle of the communicative aims. 
The questions we seek to answer are 1) can syntactic features distinguish between spoken language and written language 
corpora, 2) can sociolinguistic variables be used to explain variation in dialect and online discussion forum corpora, and 3) do 
syntactic constructions have identifiable patterns of use in each corpora? In order to make the study of syntactic variation more 
tangible, we restrict our focus to Finnish modal syntax (Kangasniemi 1992). We analyse modal verbs and the construction types 
formed around them, as well as modal adverbs. While modal expressions have some nuanced semantic differences between 
them, their fundamental modal functions make them comparable and thus possible to project as a range of variants where 
language users make their choices from.  
The datasets used will be 1) a collection of news articles from four Finnish news outlets (broadsheet Helsingin Sanomat, tabloid 
Iltalehti, public broadcast company Yle and news agency STT), 2) the dialect corpus of the Finnish Syntax Archives, a spoken-
language corpus collected for sociolinguistic purposes and manually annotated and transcribed, and 3) a corpus consisting of 
Finnish online discussion forum Suomi24. With these three corpora we aim to triangulate between carefully edited standardized 
news discourse (news articles), spoken language solicited in a interview-like setting (the dialect corpus) and free-form, 
unrestricted online discourse (Suomi24). We are especially interested in how the online forums blend features from literate and 
spoken features in their use of modal syntax: how, where and for what purposes either standardized or spoken forms are used 
and whether the variation can be connected to sociolinguistic variables. 
Methodologically we will approach these questions by (1) using Mutual Information to assess mutual predictability between the 
studied feature sets that represent the use of modal syntax in the datasets and by (2) looking for correlations between speaker 
background variables and their use of modal features. Especially we are interested in background variables related to location, 
as it would connect the modal syntax to dialectal variation. The third question is approached by building a multinomial regression 
model of a sample of occurrences of modal features in each dataset and assessing how distinct their uses are in each of them. 
Such an approach has an established tradition in corpus linguistics and has been applied to, for example, Finnish mental verbs 
by Arppe (2008). 
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AI-powered analytics for communication management and media monitoring 
 
ID: 194 / Poster Session 2: 16 
Poster and demo (abstract) with accompanying a 1-minute lightning talk 
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The increasing capabilities of large language models and multimodal vision-language models (LLMs, VLMs) enable scaling of 
textual and visual data analytics, including that informing communication management and planning. Empirical data from media, 
social media, or surveys allows informed decision making, but manual analysis has been a bottleneck. Past supervised machine 
learning approaches required large training sets to be annotated, while communication work often involves sets of several 
complex societal and cultural variables that may be unique to each new question. Pretrained generative models enable 
automating qualitative tasks via the zero-shot approach where an instructable assistant model is tasked with analysis or 
annotation tasks on the fly. This contribution advocates using modular feature-analytic approaches over traditional holistic 
methods, and emphasizes the need for theory-driven questions, systematic unitization, and rigorous statistical modeling of the 
outcomes before drawing final qualitative expert conclusions. 
Several concrete real-world case studies, accompanied by evaluation metrics, are presented to illustrate how LLMs can assist 
in tasks like communication and reputation monitoring, stance detection, media narrative quantification, visual trend analytics 
and survey interpretation, based on recent academia-industry intersectoral collaborations. These applied, practically oriented 
results complement the growing literature in academic computational social science and digital humanities that has demonstrated 
how even off the shelf LLMs are already quite capable of analyzing data in multiple languages, modalities and socio-culturally 
complex issues. 
These findings raise implications for the teaching and practice of communication management: traditional qualitative analytics 
can now be largely automated, while making use of big data results (and applying models, if not provided as a bespoke 
application or tool) requires competencies not commonly taught in communication curricula. Limitations and challenges of this 
approach and current LLM technology will also be discussed. While LLMs provide scalability, we emphasize the need for human 
expertise for meaningful interpretation and translating analysis into actionable insights. 
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Finding more relevant texts using keywords 
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Explorations of the dynamics of cultural phenomena in text corpora 
Keywords: podcast, keywords 
 
Keyword algorithms ie Simple Math or Text Rank give keyness scores to words in texts. Usually a bigger score means also 
bigger importance in text. Texts top keywords list sorted by frequency also gives a good overview of text corpus. But finding 
texts by keyword by score or by rank sometimes does not give enough relevant texts to this keyword. Hands-on workshop will 
share experience about combined searching from cultural podcasts (44000 automatically transcribed texts).  
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Advancing Citizen Science and Digital Accessibility: The Development of Folke, Isof’s Digital Archive 
Platform 
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The Institute for Language and Folklore (Isof) launched the digital archive platform Folke in January 2022, making digitized 
archival records, predominantly folklore records from the beginning of the 20th century, accessible to all. Since then, thousands 
of digitized records have been added to the platform, which now includes dialect texts and dialect audio recordings as well. 
Since the beginning, crowdsourcing and citizen science have been fundamental components in the Folke endeavor. In brief, 
Folke is technically designed to be both a service for the public and for researchers, for searching, browsing and downloading 
records – i.e. a digital archive of sorts – as well as a platform for contributing to the collections via transcribing archive records 
or adding information about collectors, interviewees, locations etc. 
One of the project group’s primary tasks since Folke’s launch has been to develop and improve transcription methods. 
Enthusiastic volunteers – citizen scientists – have transcribed over 34,000 pages since 2022. As a result, the material is now 
more searchable than ever before, and it is also possible to have it read aloud, machine-translated, automatically annotated, and 
more. Furthermore, the volunteers have helped activate and disseminate the collections; people who transcribe records on Folke 
use the texts in various ways – in articles, lectures, podcasts, for teaching, and on social media. 
Due to the increased activity surrounding the archive records, we have encountered various questions along the way. Central 
aspects of our workflow include determining which records we can and should make accessible, and how best to present them 
to the users. This involves adapting Folke both to meet the needs of the users and to align with the nature of the material itself. 
Citizen science has shown immense potential for Isof. We now aim to further expand the opportunities for the public to contribute 
to the accessibility of archive collections, thereby streamlining the work involved. New transcription methods are the main focus, 
and they revolve around two key paths: 
- Updated and improved method for transcribing text material. 
- Content registration and/or transcribing dialect audio recordings. 
Isof’s registers contain information about where audio recordings were made and who made them. However, information about 
the content is often incomplete, or even missing entirely in many cases. The data about interviewees could also benefit from 
being more detailed. 
Contextualizing the collections, which becomes increasingly important as more and more archive records become digitally 
available on Folke, is and will remain an ongoing activity. This, as well as the previously described activities, is accompanied by 
continued efforts to make Folke a sustainable infrastructure for the archive records as well as for the user experience and 
involvement. 
During the workshop at DHNB, we will delve deeper into these subprojects, sharing insights and practical examples. Given our 
user-centered development approach, we also plan to highlight the perspectives of the citizen scientists and discuss how the 
Folke team continuously communicates with the contributors, building trust and promoting further commitment. 
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AI in Archival Research: The Need for Enhanced Digital Infrastructure in Digital Archives 
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One of the core missions of archival institutions is to make archival information accessible for research and public use. In recent 
decades, this mission has increasingly focused on digital availability through searchable metadata and the digitization of analog 
documents. The Swedish National Archives exemplifies this effort, having developed a National Archive Database that includes 
metadata for 250,000 archives and provides access to over 200 million scanned analog documents. However, a significant 
limitation remains: users cannot search within the content of these scanned documents, and the metadata is often limited to 
general descriptions of archival collections, lacking details about individual volumes or documents. 
Recent advancements in artificial intelligence (AI) are now revolutionizing archival and collections-based research. In Sweden, 
the National Archives is leading an ambitious initiative that harnesses machine learning to extract information from millions of 
scanned handwritten and printed documents. This shift has far-reaching implications, transforming the relationships and 
dynamics between technology, researchers, archivists, and the public. It not only reshapes how archives are accessed and 
utilized but also calls for an evolution in the digital infrastructure of archival institutions. Systems must now accommodate 
machine-generated data while enabling researchers and the public to contribute by co-developing AI models and improving AI 
outputs. 
This paper synthesizes three years of experience integrating Handwritten Text Recognition (HTR) technology and citizen science 
approaches within the Swedish National Archives. A key objective has been to train a base HTR model for historical Swedish 
texts, engaging volunteers, such as genealogists, and experts in language and manuscript interpretation. Additionally, we have 
established a collaborative network called the “Transcription Node”, where researchers and GLAM institutions (Galleries, 
Libraries, Archives, Museums) contribute to the collective training of a large-scale HTR model named “The Swedish Lion”. This 
model is publicly available on platforms such as Transkribus and open-source on Huggingface and GitHub. These models reach 
thousands of users every month. A remaining question is what significance this development has for the GLAM sector in general 
and the Swedish National Archives specifically. 
To explore this issue, the paper presents findings from a survey conducted among professionals within Sweden’s GLAM sector. 
The results reveal a strong appreciation for the potential of citizen science and machine learning techniques, though many 
respondents lack practical experience with these methods. While some respondents view AI and citizen science as tools to 
improve efficiency, others emphasize co-creation and learning as key benefits. On one hand, these technologies are seen as 
offering significant advantages; on the other, respondents express concerns about the lack of resources, time, and knowledge 
required to integrate them into regular workflows. Additionally, we present findings from a second survey targeting researchers 
as archival users, which further investigates how archival institutions can evolve to meet changing user behaviors. The results 
from both surveys will be analyzed and compared. 
Through these insights, the paper offers a comprehensive cultural and technological perspective on enhanced digital 
infrastructure, highlighting the role of collaborative AI models in shaping the future of archival access and use. 
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Dreaming of perfect data work – three creative methods to understand the dreams, nightmares and 
practices of working with data in a museum 
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Short paper (abstract) | 15-minute presentation with a 5-minute Q&A 
Keywords: Creative methods, data, data work, emotional work, museums 
 
This short paper outlines three creative methods experiments conducted in a medium-sized Nordic museum, which, in addition 
to a museum collection also has archival, educational, and library roles, as well as the role of caring for the built historical 
environment. The work-in-progress short paper focuses on the questions of data as an object of study, but instead of looking at 
what data itself does, we focus on looking how people working with data think, feel and act around the data. Our preliminary 
findings indicate that data emerges, precisely, as an issue dreams, nightmares and practices of 1) dream of perfect data work, 
2) nightmare of fragmentation, perceived lack of routines, rituals and leadership; 3) but above all, an issue of interpersonal 
unresolved emotional labour. 
We are “coming out of the ivory tower” to work together with the museum to understand the challenges they face when working 
with the data. Through creative experiments, we elicit individual reflections and group reflections about the data at work, data for 
the institution, and data for the sector. The presentation outlines three creative methods experiments conducted in a medium-
sized Nordic museum, which has, in addition to a museum collection also archival, building-preservation and library roles, which, 
according to our participants tend to form silos of data work, rather than a cross-disciplinary knowledge institution. The three 
creative exercises invited a group of selected museum professionals (n=17) to understand the role of data in their work. 
The three methods included: first, a sink-or-float ship that would carry data and data work to a direction, second, a play on classic 
Nordic mythology with the world-tree Yggdrasil, and, third, a play on monster-creation/collage work where the participants were 
invited to build a collage to represent a helpful/working monster Kratt, and address a letter of request to the mythical creature to 
help with data work. All of these three methods had a strong visual component, and they worked with the cultural and creative 
imaginaries of the participants. The research team includes two visual artists who created the visual prompts for the discussions. 
Through the creative visual expressions, we were able to tap into people’s understanding (or lack thereof) of shared cultural 
imaginary for expressing otherwise invisible, and hard to capture data work. When working with the collage monster Kratt, the 
participants were given art magazines, children’s comics, technology, culinary and home decor magazines which provided plenty 
of materials for cutting and creating visual for representing the monsters who were supposed to assist in the complicated data 
work. 
From the initial discussions, it was clear that the words of data, information and knowledge were often used interchangeably and 
while in the analytical sense, the differences are very relevant, distinguishing between different elements in the practice was not 
considered important by our participants. 
This is a work in progress, where our interpretation of digital humanities is not looking at what digital tools and technologies can 
do to enhance our research, but rather, we look at how different ideas of the digital intervene with the work practices of a 
traditional humanities-oriented organization. 
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DH in practise: how do philology students analyse texts with DH tools 
 
ID: 188  
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Introductory course to Digital Humanities in Vilnius University Faculty of Philology started to be taught five years ago as an 
elective course for bachelor students. It was a long-gestating idea that came from the students. The course focuses on hands-
on activities and we promote student projects instead of an exam. No project topics are given, as to encourage students to try 
mixed methods, approaches and tools. Although we pay attention to the sound (speech analysis) and image (image/visual 
analysis), text analysis takes the major out of the course. With this in mind, we analysed how students of all five years chose text 
analysis related topics, approaches and tools. 
Philology students are used to working with texts, know traditional approaches therefore our interest lied in exploring how or if 
they combine in their works traditional and computational methods, what textual genres have been popular as a research 
material, what types of tools students tended to use (e.g., web-based tools, visual programming-based tools, etc.). All this 
knowledge is relevant for adapting and personalising our DH course to make it even more accessible for students without a 
technological background. 
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Nabokov in Colour: A Digital Analysis 
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This paper analyses the function of colours in Vladimir Nabokov's novels with reference to his self-described colour alphabet, 
and uses it to identify a shift in his perception of colours in English and Russian, respectively. In this way, we observe the corpus 
of Nabokov’s novels through the prism of his private perception of how colours and written language relate to each other on both 
the statistical and semantic levels. 
It is well known that Nabokov had synaesthesia, a genetic condition, inherited from his mother, that compels the person to 
experience more than one sense simultaneously. We hypothesise that Nabokov's synaesthesia influenced his writing. In his 
autobiographical work Conclusive Evidence and the Russian and English editions of its revised version, Speak, Memory, he 
describes his synaesthesia in great detail, including the colour each letter of the alphabet evokes in his mind. Nabokov details 
his respective ‘colour’ alphabets in both English and Russian. The letters in different languages, he observes, produce somewhat 
different shades; the differences between the two alphabets and these elements of interference present a starting point for an 
analysis of Nabokov’s oeuvre with a focus on his use of colours. We use his descriptions of his synaesthesia in both manuscript 
drafts and in three published versions of this passage to analyse and visualise the letter and consequently colour distributions 
across his bilingual oeuvre. A close analysis of the evolution of Nabokov’s epithets that describe colour in both languages and 
of the relationship between colour epithets and other words in his novels complement this comprehensive analysis of the way 
Nabokov’s synaesthesia informs his work and his bilingualism. 
First, we calculate the relative frequencies of letters and the distribution of colours they represent, and compare the results with 
a reference corpus of English and Russian literature. Given the often vague and idiosyncratic nature of Nabokov’s colour 
descriptions—where he frequently avoids conventional terms—we experiment with generative AI to visualise the colours he 
describes in Russian and English, offering a novel way to interpret his synaesthetic experiences. This allows us to effectively 
colour-map his works in ways that reveal how his perception of language is intertwined with visual imagery. Statistical analyses 
of the letter frequencies in Nabokov’s novels show that their colour topographies differ measurably from chapter to chapter. This 
adds a new dimension to reading his work through uncovering the layers of meaning tied to his synaesthetic interpretations. 
By using a range of computational methods, we then analyse a broader segment of Nabokov’s oeuvre, allowing us to identify 
patterns and trends in his use of colour across different works and languages. This analysis not only broadens our perspective 
but also subsequently highlights specific passages that warrant closer examination. 
In addition, we offer a broader analysis of the importance of colour in Nabokov’s oeuvre. First, we build on the differences in 
Nabokov’s synaesthetic perception in his respective languages to examine the relationship between his use of colours and his 
bilingualism. Psycholinguistic research suggests that colour perception can vary significantly among speakers of different 
languages. Considering existing research on colour perception between speakers of the languages Nabokov was fluent in 
(Russian, English, French and German) and bilingual speakers, we trace how the distribution of colour changes not only between 
his English and Russian works but also across time. 
In the last step of our analysis, we employ an original digital tool, LitTerra, to graphically visualise each novel’s vocabulary. This 
method of textual analysis is based on an original method of visualisation of individual words in a literary text as a network (we 
call this component Society of Words). Just like in actual reading, Society of Words gives us the ability to focus on thematic or 
grammatical aspects of the novel that interest us the most, such as literary characters, thematic clusters, parts of speech etc. 
and on the relationships between individual nodes. In each case, the network allows us to see which words are associated – 
forming a series throughout the work – with the given node representing, say, Humbert Humbert in “Lolita” and a given semantic 
group of words (in our case, colours) or a part of speech (in our case, adjectives). The basic connection represents the pattern 
whereby two words occur in close proximity of each other repeatedly throughout the text. In this way, we can model the ways in 
which words and concepts can be associated one with another in tangible ways that affect interpretation. This added perspective 
allows us to analyse, building on the first two stages of this research, how the use of different colours by Nabokov relates to 
characters and themes in his novels. 
Finally, we use LitTerra to complement this multifaceted computational analysis with close readings of relevant passages. 
LitTerra integrates, among its other functions, stylometric analysis and its visualisation with close reading and machine alignment 
of multiple texts in different languages, enabling parallel comparative analysis. Integrating the different stages of our analysis 
within an overarching framework, we can seamlessly access the passages where colour epithets are identified by computational 
methods as particularly significant, either in semantic terms or in relation to Nabokov’s synaesthesia or bilingualism. This allows 
us to augment our findings with a semantic analysis of the use of colour in Nabokov’s bilingual fiction. In this way, distant reading 
and close reading approaches are used in a complementary fashion to create a comprehensive overview of how a semantic 
category that is especially important to the writer unfolds in his work in relation to different characters and topics. This research 
adds to the study of Nabokov, of bilingual literature and of stylometry, presents a synthetic approach to computational literary 
analysis and, finally, opens up a window onto ways in which literature can be affected and informed by cognitive and 
psycholinguistics factors. 
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Once a relatively obscure phenomenon, tabletop roleplaying games (TTRPGs) have exploded into mainstream popularity in the 
past decades. To date, much of the research involving TTRPGs has focused on roleplaying games as a creative medium, their 
role in constructing narratives and identities, and the motivations and characteristics of people who play them. However, TTRPGs 
also hold potential as a tool for investigating research questions across a range of disciplines, including those which do not 
directly consider games and gamers as objects of study. The medium of roleplaying provides a backdrop for many different types 
of multiparty interactions with a diversity of speech acts, all contained in the same context: e.g., narratives, collaborative problem-
solving, explanations, suggestions, reasoning, instructions, discussion of moral dilemmas, argumentation, self-directed 
utterances, negotiations, questions, etc. The semi-structured nature of roleplaying games also makes it possible to organically 
incorporate specific tasks or other content into an interaction, or to present multiple parties to the conversation in the form of 
non-player characters (NPCs) animated by the game leader. TTRPGs can be run in person, via video chat platforms, or even in 
text form, making them adaptable to a variety of experimental paradigms. Using a number of interactions we have collected from 
roleplaying games run via Zoom, we present examples of the types of data which can be gleaned from TTRPG sessions and 
some potential methods for designing TTRPG-based studies in digital humanities topics. 
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Are you fascinated by AI and text and data mining? Want to get insight into fundamental concepts in the field of machine learning? 
And are you interested in finding ways to use cultural heritage data as material in your Digital Humanities courses? 
Then take part in this workshop and learn about this using a user-friendly software called Orange. Orange is a comprehensive, 
component-based software suite for machine learning and data mining, developed at Bioinformatics Laboratory, Faculty of 
Computer and Information Science, University of Ljubljana, Slovenia, together with open source community (Demsar J, Curk T, 
Erjavec A, Gorup C, Hocevar T, Milutinovic M, Mozina M, Polajnar M, Toplak M, Staric A, Stajdohar M, Umek L, Zagar L, Zbontar 
J, Zitnik M, Zupan B , 2013). 
The advantage of Orange is that it is a no-code software that handles many of the same tasks and processes that are integrated 
parts of the data science that typically is applied to different fields of studies within both natural, social and humanistic science. 
Orange can be used by researchers and employees in the GLAM sector. If you need to understand and evaluate results made 
by digital methods, then Orange is great for learning about AI and text and data mining. If you wish to introduce Digital Humanities 
in a classroom, then Orange can be used instead of Python or R for multiple data science tasks. If you need to build datasets 
and/or experiment with new approaches to a digital collection, then Orange can be used to sort, classify, analyse, categories, 
and retrieve data. 
Target audience: University researchers and employees in the GLAM sector. 
Expected learning outcome: On this workshop you can learn about: 

• Orange’s documentation 

• Orange’s interface 

• Importing data into Orange 

• Preprocessing text; preparing data for natural language processing tasks 

• Embedding; transformation of images and text into vectors 

• Classifying in order to analyse and interpret data 

• Visualisation of data 
Format: The half-day workshop is based on active participation and switches between short talks and practical solving of small 
tasks. 
Technical requirements and data: To participate you got to bring your own computer, and I would also ask you to have 
downloaded and installed Orange on your computer before the workshop begin. Click here to go to the download page. If you 
wish to work on your own data in form of image files, text files, csv files you are very welcome to do so, if you do not have your 
own data, then I will have data available for you to use. 
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This presentation reflects over the preliminary outcomes of the FilmEU+ subproject WIRE, which entails 8 film schools across 
Europe. The aim of this subproject is to create a cross-referenced student film archive that a) employs linked data and b) is built 
on the re-use of existing metadata and the generation of new metadata. 
In this presentation, we intend to showcase the creation of metadata from the film archive of Baltic Film, Media and Arts school 
(BFM). BFM student film database consists of approximately 2,000 student films from the 1990’s up to present day, out of which 
around 600 are made visible in the Estonian Film Database (EFIS). The quality and amount of metadata attributed to those films 
vary greatly, which means that there is a need for additional layers of metadata. 
As we look at the artistic research that can be done via studying film metadata, there are three main categories: 1) descriptive 
metadata (director, actors, genre, year of production, film festivals, etc); 2) technical metadata (video resolution, sound design, 
visual effects, etc) and 3) content-based metadata (topics, tropes, visual motifs, narrative structures, etc). Our focus is a) on the 
study of content and b) on combining the descriptive and technical aspects of metadata. 
We propose a contemporary organisation of semantic research that is based on the study of film texts and audiovisual data with 
the means of linguistic algorithms, in the wide array of possible outcomes of these methods: named entity recognition (NER), 
syntactic analysis, keyword extraction, and topic modelling. We suggest that the existing amount of metadata can be enriched 
with a new layer describing potential semantic connections which could facilitate the work of artistic researchers. 
As we look at the potential outcomes of metadata-based artistic research of film archives, we discuss five following aspects: 
1) The analysis of film data with the means of linked data and semantic search encourages researchers to explore new 
relationships and interpretations that contribute to a richer understanding of cinema as an art form. 
Employing linked data in artistic research allows film metadata to be connected with other cultural or historical databases, 
creating a network of interconnected information. For example, linking film data with databases of historical events or literary 
works can provide richer context and deeper insights into the cultural and artistic significance of a film. It also means that, using 
linked data, researchers have to build ontologies that define relationships between different entities in film, such as characters, 
themes, settings, and historical references. This allows for more complex queries and deeper exploration of how themes or 
motifs are used across different films. Most importantly – this is where artistic research meets the work of historians, sociologists, 
semiotics, and cultural science. 
2) Unlike keyword-based search, semantic search understands the context and relationships between terms, making it easier to 
find relevant information. For instance, if a researcher is exploring the topic of “gender alienation” in cinema, semantic search 
can identify films that deal with related concepts, even if those films do not explicitly use the word “gender” or “alienation”. By 
using semantic search, researchers can discover less obvious connections between films or topics, finding hidden links between 
directors, genres, or narrative elements. 
Also, the retrieval of metadata and content-based data becomes more efficient, enabling researchers to focus on the analysis 
and interpretation rather than spending time searching for relevant data manually. 
3) Creating knowledge graphs and/or maps of connections between films based on shared topics, directors, or historical contexts 
can reveal new insights. This approach could offer a more intuitive understanding of data, helping to identify underlying patterns 
or relationships that may not be immediately evident through numerical or textual analysis. 
4) The principal focus on historical characteristics of film data would allow us to interpret their changes over time (the past 30 
years in case of the BFM database) – especially how films represent societal norms, cultural values, and historical events. 
Researchers can also explore how specific genres or directors contribute to cultural discourse and artistic movements via 
examining topics like identity, memory, and power. 
5) The interoperability of different datasets might also include the data of film audiences. Via studying connections, this type of 
artistic research could embrace the subjectivity of interpretation, focusing not only on quantitative data but also on how data 
evokes meaning. For example, researchers can explore how audiences interpret and respond to films, or how cultural topics are 
perceived and transformed in various contexts. 
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National bibliographies are collections of data that compile information on printed publications associated with a particular country 
or ethnic group. While traditionally used for cataloging, these bibliographies are increasingly being repurposed as datasets for 
cultural historical studies, contributing to the field of bibliographic data science (e.g., Lahti et al. 2019a, Umerle et al. 2023). Such 
datasets can be leveraged to explore topics like historical intellectual networks (Hill et al. 2019) or the canonicity and popularity 
of written works (Tolonen et al. 2021). However, a significant challenge lies in transforming catalog data into standardized, 
scalable, and research-ready datasets (Lahti et al. 2019b, Mäkelä et al. 2020). Cataloging practices, designed for precision rather 
than analytical workflows, often vary over time and rely on outdated formats like MARC, making data refinement essential. 
In response to this challenge, we developed a curated dataset from the Estonian National Bibliography (ENB), comprising over 
300,000 book records. Our approach builds upon the broader movement toward open science, FAIR data, and reproducible 
research, aligning with ongoing efforts in the GLAM (galleries, libraries, archives, and museums) sector to enhance the 
accessibility of digital collections. Traditionally, bibliographic data has been stored in formats optimized for internal cataloging, 
with limited computational usability. By applying an open-source, modular, and scalable workflow, we transform this dataset into 
a structured, research-ready resource that can be explored using both basic spreadsheet software and advanced data analysis 
tools. 
The curation process involved selecting ~50 fields of high cultural and research relevance, including author information, 
publication locations, publishers, languages, keywords, physical details, etc.. We employed a range of data processing 
techniques, including extraction, cleaning, harmonization, and enrichment. For instance, historical place names were 
standardized using external geographical databases, publisher names were harmonized through rule-based and vector similarity 
methods, and author data was linked to external authority files like VIAF and Wikidata. These improvements significantly enhance 
the dataset's suitability for computational analysis. 
Beyond dataset creation, our work highlights the potential of national bibliographies as valuable resources for cultural history 
research. We illustrate this through case studies demonstrating the dataset’s utility in analyzing publication trends, mapping 
intellectual networks, and examining shifts in translation practices. The dataset reveals long-term trends in book publishing, 
illustrating how political changes influence literary production. Due to the extensive detail and broad coverage of the ENB, the 
curated dataset is highly adaptable for diverse case studies across various research interests. 
By advocating for curated datasets within GLAM institutions, we underscore the importance of collaborative efforts between 
researchers and memory institutions. The expertise of catalogers, combined with computational methods, offers new 
opportunities for bibliographic data science. Our work demonstrates that curated datasets not only enhance accessibility but also 
foster interdisciplinary research by making national bibliographies more adaptable to contemporary digital scholarship. We 
emphasize that our approach is fully open-source, modular, and scalable, making it potentially applicable to other national 
bibliographies and similar datasets. In this paper, we detail our workflow, present the curated dataset, and explore its implications 
for bibliographic research, emphasizing how structured data can drive new perspectives in cultural and literary studies. 
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While theories on early modern state building are plentiful, they are oftentimes lacking in their scientific foundation. One reason 
for this is that case studies on early modern state building, especially in the area of taxation and fiscal capacity, require extensive 
research through often unsorted archival material in various unfamiliar handwritings. The bad accessibility, only partial 
preservation and improvised methods of early-modern ‘bookkeeping’ make the creation of comprehensive statistics on early 
modern state formation a very costly and time-consuming research endeavour. 
My doctoral project has the aim of conducting such a case study by utilizing modern computational and AI-driven methods to 
facilitate the otherwise very tedious research process. 
The United Duchies of Jülich-Kleve-Berg are an excellent object for such a case study. Their early modern finances have hitherto 
not been researched (as is the case for most smaller states in Europe), and they can be described as a typical worldly composite 
state within the empire of the 16th century. In addition, they are composed of five separate territories or ‘states’, if this term can 
be applied in the 16th century: The duchies of Jülich, Kleve and Berg, the Counties of Mark and Ravensberg and the Lordship of 
Ravenstein. Each territory had its own estates where the local nobility and the cities were represented. Both the balance of power 
and the administrative structures differed between these ‘states’, making it possible to compare these structures and their effects 
on fiscal capacity. 
They also offer the possibility to determine whether a decentralized structure is a disadvantage in state development, a theory 
that has been intensively argued over in theoretical literature. I wish to determine whether the composite state suffered from 
“free riding” effects - as is the case in the Habsburg territories of the era -, whether the differences between the territories hindered 
the administration, and whether administrative structures have become more similar over time. I also wish to provide statistics 
on tax income, tax types, the assertiveness of tax collection, ducal and state debts, debtors, interest rates and fiscal capacity per 
capita. The intention is to make research results comparable to other case studies in the future. 
My sources are reports on the financial situation in the five states of the United Duchies as well as in smaller administrative units 
like the “Ämter”, reports on debts and debitors, protocols from sessions of the estates, decrees of the estates, tax matricula and 
tax lists from some of the “Ämter”. The latter are used to verify if taxes granted in the matricula match the ones actually collected. 
I digitize paper sources and utilize HTR methods (Transkribus) for the digitization of the text itself. Extensive corrections of these 
transcriptions are necessary, since models perform poorly on 16th century everyday handwriting. The resulting Ground Truth is 
used for training a more specialized model. 
Text mining methods are used to help in the classification and prioritization of sources in my research. 
Along with more traditional methods of source criticism and analysis I use statistical methods to analyse and interpret information 
on tax income and debt, and also geocode this information in order to trace the origin of this income locally. GIS methods are 
used to visualize the spatial dimension of taxation and determine the influence of a ruler over his territories on maps. 
Results I have achieved so far point towards the decentral structure of this composite state effecting its progress positively. While 
administrative structures converged in their development to become more similar, the estates were keen on involving themselves 
in the composite state’s political development while at the same time preserving their independence from one another. This 
becomes particularly apparent during the reign of the last duke, who was considered mentally ill. During this period, members of 
the estates involved themselves actively in the government of the composite state. 
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Historical newspapers contain a wealth of information about past societies. They provide information about the spatial occurrence 
of events, about contemporary perceptions of social and economic change, and allow tracing of cultural change. 
Even though newspaper portals are an essential source for historians and other disciplines interested in history, such as 
economics, their potential has not yet been fully realized, due to several limitations. One of these is that the mass utilization of 
newspaper data is often limited to a keyword search, which usually only covers the entire page and does not discriminate between 
articles. Therefore, the joint occurrence of two or more search terms is recorded for the page, not the article, and information 
retrieval is thus still very imprecise. Furthermore, OCR quality and differences in language usage can create considerable bias 
in search results. AI driven textual data quality improvements have been proposed to amend this, but in most cases render 
unsatisfactory results. This can be amended by processing the pages anew from the images, using Deep learning algorithms 
that recognize the layout of a newspaper page and capture the text at the article level. 
The purpose of this paper is to present such an AI pipeline and to demonstrate its implementation on a use case. 
Our pipeline allows scholars of the humanities to apply advanced NLP-methods, including document and text embedding 
techniques, fine-tuning large language models, but also smaller, more focused analyses using text mining methods like sentiment 
analysis or named entity recognition. Also, Topic Modeling can now be used to sort articles into categories, facilitating the creation 
of a topic-specific corpora and reducing (albeit not eliminating) bias created by OCR errors and linguistic differences. 
It is based on our Chronicling Germany Dataset, which contains over 700 pages of layout, baseline and text annotation from 
more than 20 different German-language Fraktur newspapers from 1700 to 1924. This also includes more than 50 pages of ads, 
which are of particular interest due to their more complex layout, irregular fonts and illustrations. We aim to publish a lengthy 
discussion of the pipeline and dataset in a computer science journal later this year (working paper: 
https://arxiv.org/pdf/2401.16845v3). 
In short, we use a Convolutional Neural Network to detect page layout and recognize different layout elements, namely 
background, paragraph, table, heading and separator. For each found box containing legible text (this excludes background, 
table, separator and image classes), we perform a baseline detection (CNN U-Net). Then, a modified Kraken OCR is used to 
recognize the text of each line. We reach an OCR accuracy of 98% and an overall pipeline accuracy of 97% (average Levenshtein 
distance per word of 0.03). Results are saved in .xml format and can be exported to .csv with each text block as a row with text 
and metadata. Connecting multiple text blocks belonging to one article is a still outstanding project. 
As a case study to demonstrate the use as well as potential research applications for the pipeline, we use topic modelling 
techniques to track various topics of political and societal importance in the “Kölnische Zeitung”, one of Germany’s most important 
newspapers in the 19th and first half of the 20th century. 
We use a dataset of 44 000 newspaper issues (around 280 000 pages) of the “Kölnische Zeitung” from the period of 1803-1930, 
acquired from the newspaper portal “zeitpunkt.nrw” and processed through our aforementioned pipeline. 
We will analyze political sentiment towards other European countries using the “international affairs” section each issue contains, 
which we extract by topic model. In this section, each paragraph begins with the fat-printed name of the country concerned, 
followed by a (usually biased) report on recent events there. Using sentiment and co-occurrence analysis on this data, we can 
track the newspapers opinion on national awakenings in the Baltic and the later ensuing wars of independence, but also its 
changing sentiment towards England, which at the beginning of the 19th century was seen as an ally. We can use newspapers 
to track how this viewpoint shifted. 
The analysis is performed using both “leet-topic”, an NLP-based Transformer model for topic-modeling, and LDA topic-modeling 
executed using “gensim”. The code for sentiment analysis is our own lexicon-based implementation. 
We would also like to highlight that our pipeline generalizes well to other languages set in Fraktur font and can thus be used on 
a variety of European newspapers. Particularly in the Baltic area and in Scandinavia Fraktur has persisted well into the 19th, 
sometimes into the 20th century, where our pipeline can serve for article separation and OCR on German-language and non-
German sources, although retraining the OCR section of the pipeline on corresponding language data is recommended. For 
layout recognition, our dataset can also generalize to Antiqua fonts. It can also be used to pre-train new models on different 
fonts. 
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This paper describes the process of creating a TEI XML corpus of late medieval Latin documents for NLP tasks from books in 
PDF format. The documents of the Apostolic Penitentiary (a tribunal of the Catholic Church responsible for granting 
absolutions, dispensations, and indulgences) have been originally published as printed books. For the purposes of this corpus, 
they were derived from PDF files used for proofreading before printing. These editions, containing 1,511 documents and 
211,398 words, are designed by and for human scholars engaged in close reading. As a result, they encode implicit semantic 
information through typographical features such as page layout and italics, which are sometimes inconsistent. Although human 
readers, equipped with holistic understanding, can interpret such variations, NLP tools require unambiguous, text-only input. 
We report in detail the process of transforming the PDF editions into a structured, machine-readable, and openly accessible 
corpus. Our approach combines a rule-based workflow using regular expressions with close reading and manual corrections. 
Such conversion procedures, which are highly timeconsuming and require in-depth knowledge of medieval Latin philology and 
manuscript studies, are regrettably seldom made explicit, despite their vital role in ensuring the reproducibility and scalability of 
research. 
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In September 2024, the online tradition archive SAMLA was launched. The digital archive includes the main collections from the 
three largest tradition archives in Norway. These tradition archives contain a rich diversity of cultural expressions and practices 
of majority, minority and indigenous cultures and spans genres and fields such as folktales, ballads, legends, beliefs, magic, food 
and craft traditions, and more. The online archive is the outcome of the digitization project SAMLA (2020–2025), which aims to 
make the folkloric source material digitally accessible for research, education, and business purposes. This presentation will 
focus on the challenges of developing a sustainable online, trans-institutional archive. 
Digitization of archives may be regarded as intermedial translation processes, that raise a series of questions. Based on the 
experience from developing SAMLA, some of these questions will be this presentation: How to digitally coordinate the archive 
structure of three different archives. How to make the archive searchable, accessible and meaningful without an actively guiding 
archivist. How to administrate archive materials that are owned by different partner institutions. How to update the platform and 
maintain the archive after the project has ended. How to engage the audience also when the archive is not promoted by media 
appearances and special events. 
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The eCulture initiative, funded by the European Union’s “New Generation Lithuania” plan, addresses critical challenges in the 
digitization, accessibility, and dissemination of cultural heritage in Lithuania. The GLAM (Galleries, Libraries, Archives, and 
Museums) sector has identified significant issues, including low levels of digitization and the insufficient or unappealing 
accessibility of digital and digitized cultural content. This project aims to create a unified digital platform that centralizes cultural 
content while emphasizing the development of curated products to enhance reuse, accessibility, and engagement for diverse 
user groups. 
At the core of the platform is the creation of curated content tailored to the needs of specific audiences, including educators, 
researchers, children, cultural tourists, and entrepreneurs. Using design thinking methodology, the content curation process will 
undergo iterative testing and adaptation, ensuring the development of intuitive products that provide seamless access to cultural 
narratives and foster engagement and educational exploration. By integrating advanced technologies such as artificial 
intelligence (AI), 3D digitization, and semantic data models, eCulture transcends basic digitization processes to deliver 
thematically organized, high-quality digital resources. 
The project will result in the creation of 100 curated content products of varying scale and technological sophistication, including 
collections, stories, blogs, maps, and virtual tours. This presentation outlines the challenges and opportunities involved in 
developing these curated products within the eCulture framework, addressing issues such as interoperability, accessibility, and 
audience-specific customization. 
The project’s partners include diverse institutions spanning cultural, artistic, archival, and media domains. These range from 
national repositories like the Lithuanian Integral Museum Information System (LIMIS) and Lithuanian Central State Archives to 
performing arts institutions such as the Lithuanian National Opera and Ballet Theatre, as well as inclusive organizations like the 
Lithuanian Audiosensory Library. This interdisciplinary collaboration ensures the platform reflects the richness of Lithuania’s 
cultural heritage while meeting diverse user needs and fostering inclusivity, accessibility, and innovation. 
By emphasizing the role of curated digital products, eCulture demonstrates how digital cultural heritage can bridge the gap 
between preservation and user engagement. This case study provides insights into the transformative potential of curated 
content for societal renewal, inclusivity, and innovation in cultural heritage practices. 
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The launch of the digital archive garamantas.lv by the Archives of Latvian Folklore (ALF) a decade ago marked a transformative 
phase in the ALF’s development. Initially conceived as a platform for public access to digitized ALF collections, garamantas.lv 
has since become a central pillar of Latvia's digital humanities infrastructure, supporting participatory and collaborative practices 
alongside multimodal data exploration across multiple disciplines. This decade-long evolution has redefined both the conceptual 
and operational dimensions of ALF’s archival work. The full digitization of its historical manuscript collections has been 
complemented by the rise of a dedicated community of volunteer transcribers, reflecting a fundamental shift toward participatory 
archiving. However, this expansion has also introduced complex methodological challenges, including issues of data 
standardization, curation, and the sustainability of digital research infrastructure. In this presentation, we will examine how the 
development of garamantas.lv has influenced the methodologies and practices of digital folklore archiving. We will explore how 
participatory approaches, public engagement, and scholarly curation can complement each other in a dynamic digital archive, 
while also addressing challenges related to infrastructure sustainability, methodological adaptation, and the long-term 
preservation of folklore collections. 
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New technologies - especially artificial intelligence - and the availability of newspapers and magazines in digital format have 
brought dramatic changes in the ways in which we can study historical materials. In particular, we can now ask novel questions 
that go beyond what is possible to answer through close reading and qualitative analysis. 
In this poster, we present the project The Imagined Homelands and its first findings on how to study transnational press, in this 
case Finnish-language newspapers and magazines published in North America in 1876–1923. Our basic idea is that the textual 
construction of immigrant newspapers provides clues to how they imagined both past and present homelands. The immigrant 
(or ethnic) press took shape between cultures, publishing news from both Finland and North America, sometimes directly 
copying, but also reminiscing, reflecting, and imagining the conditions of the former homeland. The study of national cultures 
and nationalism has emphasized how nations are imagined and how images, meanings and symbols construct a sense of 
community. In this project, we will examine the perceptions of this community as shaped by the immigrant press. 
The project explores what the methods of the digital humanities can tell us about the construction of the Finnish press in North 
America and its relationship to the former and present homeland. Specifically, we will apply text-reuse detection, and textual 
genre detection, as well as named entity recognition, enabling both close and distant reading of the substantial data. 
Our data derives from the Finnish National Library's collection of Finnish-American periodicals containing a total of 226 
newspaper and magazine titles since 1876. Publishers have been various political and spiritual associations of Finnish 
immigrants, but also local communities. The material is openly accessible digitally up to 1923. In addition, later publications can 
be used digitally in legal deposit libraries and also locally from microfilm. 
In the poster, we will focus on first findings of two experiments: text segmentation and genre detection. The first task aims at 
identifying texts from the digitised material, where each document corresponds to a page in the newspaper. Texts are embedded 
within these pages, and sometimes also span several pages. Identifying these builds the basis for all the further analyses on the 
data. Genre detection, then, allows distinguishing between different kinds of texts published in the periodicals, ranging from news 
articles to letters and poetry. To what extent can these classes be automatically identified, and what kinds of central themes do 
the text classes feature? Experiments on both tasks are based on various deep learning approaches and the genre (register) 
identification tools developed originally for web genres (Henriksson et al. 2024, Skantsi & Laippala 2023). In particular, we test 
different GPT models and scenarios to achieve the best results.  
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Introduction 
This paper focuses on crowdsourcing practices employed by the Archives of Latvian Folklore during the COVID-19 pandemic to 
gather digital diaries documenting the momentary and evolving experience of the pandemic unfolding. The paper touches upon 
challenges encountered by cultural heritage institutions when carrying out a rapid-response collecting campaign of 
autobiographical materials and outlines key insights for effectively managing such digitally mediated collecting efforts. 
Crowdsourcing the current moment: challenges of digital archives  
As the first wave of the COVID-19 pandemic unfolded and lockdowns were imposed in most parts of the world in March 2020 
many cultural heritage institutions felt the need and even pressure to collect pandemic testimonies.[1] Now, several years later, 
reflecting on the practices of documenting the COVID-19 pandemic experiences as part of intangible cultural heritage, it is clear 
that the pandemic has been recorded by many institutions and individuals in physical, printed, and digital formats. From an 
institutional perspective, including that of museums, libraries, and archives – the primary custodians of cultural memory – it is 
evident that, compared to previous historical health crises, this pandemic was marked by an overwhelming abundance of 
information.[2] 
The initiatives that are most accessible to the public, however, are predominantly collaborative archival projects,[3] which aim to 
preserve a wide range of perspectives documenting these historic times.[4] The way archives function has shifted in recent 
decades – a new paradigm that reflects the evolving realities of the digital environment, where archivists transition from being 
exclusive experts behind institutional walls to becoming mentors, facilitators, and coaches who engage with communities to 
promote archiving as a participatory process shared widely across society.[5] The initiative of the Latvian Pandemic Diaries 
Collection, is discussed in the paper, can also be categorized as this latter type of project. 
The Pandemic Diaries Collection is part of a continuing effort by the Institute of Literature, Folklore and Art of the University of 
Latvia (ILFA) to establish an effective methodological and technological framework for cultural heritage crowdsourcing, suitable 
for various contexts and the collecting and processing of diverse material types. It is anchored in the Digital Archive of Latvian 
Folklore, which has been developed since 2014 and is based on the core principles of openness, participation, and sharing. The 
digital archive primarily houses the Archives of Latvian Folklore (ALF) collections, including manuscripts, photographs, audio 
and video recordings, as well as born-digital collections; it is available open access via website: garamantas.lv.  
In the case of the Pandemic Diaries Project, the availability of readily accessible digital infrastructure for crowdsourcing was a 
key factor enabling the smooth organization of a rapid-response collecting campaign. Rapid-response strategies, aimed at 
quickly mobilizing and gathering data during critical moments, have proven essential in times of crisis. The COVID-19 pandemic 
highlighted the acute need for digital tools and methodologies to support such data collection, as rapid-response initiatives often 
emerged as the most effective, and at times the only viable, ways of documenting the pandemic period. 
In the creation of the ALF Pandemic Diaries Collection, the approach to documenting the pandemic combined a rapid-response 
collection strategy with a crowdsourcing methodology, building on the existing digital infrastructure. An important step was an 
open call, inviting as many individuals as possible to participate in the documentation effort to create the collection, which would 
preserve documented experiences of pandemic for future generations. An open call went beyond a simple invitation to participate 
– it became a way to share information and build strong relationships with media, who were eager to report on the Pandemic 
Diaries project and encourage others to get involved. The promise to document the current moment and the need to engage 
participants in a digital community of Pandemic diarists prompted project organizers to make records publicly available in the 
digital archive garamantas.lv as soon as possible (usually on the same day or the next day as the records are submitted). As the 
project's success and increased visibility attracted more participants, the growing influx of diaries placed significant pressure on 
the available human resources needed to process and publish them on a daily basis. This showed the limitations of 
methodologies chosen and led to reconsidering the resources available and how to reshape the ongoing project, balancing 
between managing the expectations of participants, keeping up the best practices of collecting and documenting, and the 
workload of project organizers. 
Over the course of the first year of the pandemic (March 2020 to April 2021), 2334 diary entries were archived (1 day = 1 entry), 
written by 238 different authors. All records were dated, accompanied by known metadata (information about the author, place 
of writing), and locations mentioned in the texts were geo-tagged. 
This paper, proposed for DHNB2025 conference, will present a comprehensive overview of the methodologies and technical 
frameworks used in the digital archiving and development of the pandemic diary collection. The second part of the presentation 
will focus on a quantitative analysis of the corpus of pandemic diary texts, providing statistical insights into writing patterns, 
submission frequency, metadata analysis, spatial mapping of geo-tagged entries, and thematic exploration through topic 
modeling. 
Conclusion 
The pandemic period was challenging for many, including heritage institutions. It became evident that new digital agendas were 
essential, and that documenting the pandemic under the constraints of social restrictions posed a significant challenge. 
Institutions aiming to document this historical moment had to adapt quickly and innovate to record the momentous changes 
impacting society. The Latvian Pandemic Diaries initiative provides an exemplary case study in this regard. An examination of 
the diaries collection created during the pandemic demonstrates the diverse possibilities for analysis afforded by such collections. 
They hold significant value, capturing not only personal experiences but also serving as a broader cultural archive that reflects 
the diverse social and emotional landscape of a turbulent period. 
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This paper presents work on using Large Language Models (LLM) to disambiguate Named Entity Linking candidates, which is 
meant for enriching the metadata of textual documents by linking them to Knowledge Graphs. We propose a zero-shot 
classification method that has similarities with Retrieval-Augmented Generation (RAG), and discuss 1) a prototype web service 
and 2) a user interface on top of it that allows for human intervention when making final disambiguation decisions, since this 
cannot be reliably carried out in automatic fashion due to errors and hallucinations of LLM-based tools. The focus of this work 
is on Finnish texts, so our methods take into account the particularities of this highly inflectional language and the resources 
available for processing it. This paper presents promising preliminary evaluation results of the system, suggesting feasibility of 
the methods and tools presented: our named entity lemmatizer achieved an accuracy of 96.5% on our test dataset, and a local 
LLM of the Llama family was able to find the correct linking candidate in 16 out of 17 examples. GPT-4 achieved 100% 
accuracy in linking using both standard text and YAML format. 
 
1. Introduction and Motivation 
Much of the data that could be used in Digital Humanities (DH) research is available only in unstructured textual form. 
Information extraction is then needed for creating metadata based on Knowledge Organization Systems (KOS) and Knowledge 
Graphs (KG) (Martinez-Rodriguez, Hogan, and Lopez-Arevalo 2020), publishing Linked Data Services, and building 
applications on top of them, such as the Sampo systems (Hyvönen 2022). For example, in our work on publishing the plenary 
session speeches of the Parliament of Finland as Linked Open Data (LOD), the speeches had to be linked to various domain-
specific ontologies based on named entities (people, places, organizations, etc.), keyword resources, and a library 
classification system (Tamper et al. 2022). A fundamental task here is Named Entity Recognition (NER) and Linking (NEL). 
This paper addresses the question of how Large Language Models (LLM) can be exploited for the task where semantic 
disambiguation is a key challenge. This work is focused on Finnish texts, and we discuss some of the pitfalls that incur when 
carrying out natural language processing in this language. 
It is important to notice that one of our aims is to be aware of the computational power needed to run the system. In many 
cases, we chose smaller, specialized local models when a call to an external LLM could be carried out. Moreover, we also 
strive to use open tools wherever possible. 
 
2. Related works 
Traditionally, Named Entity Recognition and Named Entity Liking have been separated into different tasks, although newer 
works, capitalizing on the breakthroughs of deep neural networks, focus on end-to-end linking. For example, Logeswaran et al. 
(2019) created a zero-shot linking system focused on addressing domain-shifting, without the need for gazeteers, while Ayoola 
et al. (2022) performs entity detection and disambiguation in a single forward pass. With the advent of LLMs, the field of 
Retrieval-Augmented Generation (Lewis et al. 2020) expanded dramatically, as summarized in Fan et al. (2024). The interface 
between LLMs an knowledge graphs can be considered a subdomain of RAG, and there are many recent works in this field: 
Baek, Aji, and Saffari (2023) created a LLM-based framework to answer questions by verbalizing triples related to entities in 
knowledge graphs, while Edge et al. (2024) used abstractive summarization over an entire corpus to find answers to global 
questions. 
Regarding works about the Finnish language, Mäkelä (2014) described a web-based tool for annotating texts based on linked 
data, which included named entities. Luoma et al. (2020) released a corpus and tool for Finnish Named Entity Recognition, 
expanding on Ruokolainen et al. (2020). This work has been used for example for pseudonymization of court documents 
(Oksanen et al. 2019) as well as studying Parliamentary data (Tamper et al. 2022). However, as far as we are aware, there are 
no previous works using neural network techniques for entity linking in Finnish. 
 
3. Disambiguation and Linking 
NER in Finnish as a practical task has been well-served since the publication of the command line tool by the TurkuNLP group 
in 2020 (Luoma et al. 2020). However, the additional, more difficult task of disambiguating and linking entities (NEL) to external 
knowledge graphs (KG) has not been as prominent, despite the advent of LLMs. In this paper, we utilize a classification 
method that bears similarities with RAG in order to disambiguate and link entities in Finnish texts to linked data resources. 
Our approach follows the traditional entity linking procedure, divided into three steps: 1) entity recognition; 2) candidate 
generation; 3) disambiguation and linking. Our system recognizes entities via third-party tools, such as the aforementioned 
NER tool. Although LLMs could be used for this purpose, their ratio of computing power demands to accuracy can be 
significantly worse, and their idiosyncrasies can make it more difficult to extract the entities themselves. The recognized 
entities are then lemmatized (changed to their basic forms) and lexically matched to a knowledge graph in order to find suitable 
candidates. There are around 15 nominal cases in Finnish, which makes it a significantly harder language to lemmatize than 
more analytic ones, for example English, which tend to use separate words to indicate case. Since word-by-word 
lemmatization does not produce satisfactory results for Finnish named entities, we fine-tuned Finnish-NLP/t5-small-nl24-finnish 
[1], a T5 generative model containing around 260 million parameters, with a dataset of Wikipedia internal links of our creation. 
The training set contains around 1 million pairs of named entity surface forms (alongside their context) and their basic form 
(based on their page names), and it will be released as open data. The candidates are generated from a local database 
containing Wikipedia articles and related Wikidata, which have long been used as primary targets for named entity linking 
(Mihalcea and Csomai 2007). The generation is done via lexical matching, which means that word forms, rather than their 
meaning, are used to find similarities. This technique might be more fragile than alternatives based on vectorization, since it 
uses word forms instead of context for candidate generation. It also requires a wealth of alternative labels to be included in the 
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databases, so that entities can also be found via surrogate names. However, it allows for easy integration of any number of 
databases and knowledge graphs, since it does not require pre-processing or fine-tuning, and dispenses with tracking changes 
to them. 
For many named entities, the number of plausible candidates can be heuristically shrunk to one, for example matching 
detected entity type to possible candidates, which bypasses the need for further processing. Otherwise, the candidates are 
presented to the LLM, which is tasked with deciding which one is the most suitable, based on the context in which the entity 
appears in the text. This step has some characteristics in common with RAG, since both use external retrieval to enhance 
prompting and capitalize on the emergent capabilities of LLMs to learn in-context (Chan et al. 2022). However, here the LLM 
works as a zero-shot classifier rather than a generative model: the information presented to the LLM represent a strict 
narrowing of generative output rather than contextual information to draw upon. This restriction lessens the tendency of LLMs 
to hallucinate. Furthermore, we ask the model to spell out the reasoning behind its choices, since this is known to improve 
generation (Kojima et al. 2022). 
Our aim is to link to candidates in any number of databases. In order to achieve this KG-agnostic status, the information 
related to the candidates extracted from the knowledge graphs should be presented to the LLM in an appropriate format. 
Standard text descriptions are better suited than knowledge graphs for LLMs to reason upon, which is expected due to the 
nature of LLM pre-training. However, extended textual descriptions are not common in knowledge bases, so as an alternative 
test setup we retrieve Wikidata properties for the candidates and format them as YAML, with property labels in Finnish 
whenever possible, or in English as a backup. This format was chosen for the ease of conversion from RDF graphs and its 
minimal markup, which translates into fewer LLM tokens. 
 
4. A Tool for Automatic Annotation 
The purpose of our research is to create not only a strong baseline for automatic annotation of Finnish documents but also a 
user interface that supports its application. As such, the entity linking tool is being integrated into a front-end interface that 
could enable users to seamlessly revise and correct the named entity links found in a document and then save the metadata 
for further use in DH research and applications. Such a tool can be used for example in cases where the annotations are 
critically important, such as in dealing with legal documents or parliamentary data [2] (Hyvönen et al. 2024). The user would 
then be able to upload the text to the tool, review and edit entity links proposed by the tool, and the save the corrected 
metadata in a fashion similar to the pseudonymization tool ANOPPI (Oksanen et al. 2019), previously created by our research 
group. 
 
5. Results 
5.1. Named entity lemmatization 
Our named entity lemmatizer obtained an accuracy of 96.5% on 10K test examples from the Wikipedia internal links dataset. 
Since many characters have to be added to the model’s tokenizer in order to correctly process foreign-language entities, we 
also fine-tuned a multilingual version of T5 [3], which include such characters during training, but this model only achieved an 
accuracy of around 83%. It seems that the multilingual version does not incorporate Finnish grammatical rules well enough for 
it to succeed in this task. 
 
5.2. Entity disambiguation 
Two LLM models were tested for entity disambiguation: Llama-3-8B-Instruct (Touvron et al. 2023) and GPT-4 (OpenAI et al. 
2024). A total of 17 disambiguation examples were used for this task. These examples were automatically extracted from a 
Finnish Wikinews dataset that we have labelled, and are all related to Wikipedia disambiguation pages. This test sample 
includes, among others, locations (Gothenburg, Odessa (Texas), Kaduna), organizations (Esso, Citroën), and persons (John 
Roberts). There is an average of 5.7 candidates for each entity in this test dataset, with a minimum of 3. 
Two different kinds of candidate descriptions were tested: 1) Standard text, using the introductory part of the respective 
Wikipedia articles for each candidate, and 2) Wikidata contents formatted as YAML, as mentioned above, in which case only 5 
examples were used. Llama-3-8B-Instruct correctly identified 16 out of 17 cases using standard text, but it failed in all 5 cases 
using YAML. The model understands the task and returns one of the candidates, but it cannot identify the correct one. GPT-4, 
on the other hand, obtained an accuracy of 100% in both tasks. 
 
6. Discussion 
Our main objective in working on this project is to increase the digital presence of Finnish, making the existing metadata-
processing tools for this language more robust and full-featured. However, working with a language which is so peripheral even 
in an European context is challenging, which can be seen in practice in the absence of tools and resources such as open 
datasets. 
This paper describes an entity linking system in Finnish, which capitalizes on existing tools and models in order to extract 
named entities, generate candidates for them and choose the best candidate for linking. It showed that existing LLMs are 
capable of dealing with Finnish text satisfactorily, and the most powerful ones are even able to parse predicates in YAML with 
full accuracy. These results suggest the feasibility of the methods and tools presented here. In the future, we will test larger 
local LLMs, such as Llama-3.1-70B-Instruct, to probe their capabilities of disambiguating candidates with properties formatted 
as YAML. This would allow us to utilize knowledge graphs that do not store standard text descriptions while avoiding 
committing to a single LLM. Furthermore, our web interface for editing links will be finalized and integrated with our system. 
The system will be open-sourced in its entirety, alongside our dataset of fully-linked Wikinews texts as well as the 
lemmatization dataset.  
 
Endnotes 
  
[1] https://huggingface.co/Finnish-NLP/t5-small-nl24-finnish 
[2] Our group has released, among others, the LawSampo (https://lakisampo.fi/) and ParliamentSampo 
(https://parlamenttisampo.fi/) data services and semantic portals which use linked data. 
[3] google/mt5-small 
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A European national library has set a strategic goal to make more of its cultural heritage materials accessible and engaging for 
researchers by 2024. In this paper, we present findings from an advocacy initiative targeted at researchers at national universities 
in music-related fields. 
Danish universities engage in a wide range of music-related research, spanning from musicology and composition to music 
psychology and music technology. Researchers explore everything from musical perception and the cultural significance of music 
to the development of new digital tools for music production. Additionally, there is a focus on the role of music in society, including 
its influence on identity and social interaction. Collaborations between disciplines such as psychology, sociology, and arts 
contribute to a deeper understanding of music's complex nature and its significance in people's lives. Music collections and the 
Web archive at the national library are documenting the roles music plays in historic and contemporary societies (Royal Danish 
Library, n.d.-a; Royal Danish Library, n.d.-b). 
The national web archive provides primary sources and contextual information relevant to music researchers as they engage 
with our music collections. However, there is room for improvement in the connection between these collections and our 
understanding of user needs. Ethnomusicology researchers argue that archivists and archives should play a more proactive role: 
not only can existing collections be better utilised, and usefully and meaningfully disseminated, but the way that archiving is done 
can also be transformed better to meet the needs of the cultural lives of those communities who find existing collections of 
particular value (Landau & Topp Fargion, 2012). Digital humanities supported by larger amounts of available data challenges 
the music related fields to reflect on their data analysis and use of computational methods (Egan, 2021). 
Reports by Healy et al. (2022) and Healy & Byrne (2023) explore the challenges researchers face when using web archives, 
highlighting the ongoing need to examine the skills, tools, and methods associated with web archiving. Collaborations between 
those who create the data and those who want to use the data is proving to be a proactive solution for increasing scholarly 
engagement with web archives (Healy & Byrne, 2023 p. vii). Additionally, the sounds of the web—from MIDI to streaming—are 
an integral part of its history, yet this aspect is often overlooked by tools like the Internet Archive's Wayback Machine (Morris, 
2019). 
Through semi-structured interviews with curators, librarians, and music researchers at universities, we identify key barriers to 
access and user requirements for improved utilization of web archival resources. Web archiving is often suffused in technical 
details of maintaining the archival process of running and planning web crawls that produce the Web archive. Recent political 
economical prioritizations have minimized the structural framework that support advisory meetings between curators, 
researchers, and the commercial sectors. As a result, curators, who are preoccupied with technical tasks, receive less input from 
researchers. This lack of communication leaves little time for curators to stay updated on the evolving needs and desires of 
various research fields that could benefit from library collections. Our advocacy initiative also allows us to summarize current 
research trends as feedback for the web curators. In conclusion, we describe how the web curators processed our findings into 
suggestions for updates and refinements to web crawling strategies and the built-in tools in the SolrWayBack installation. 
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This paper reports on a Japanese and Danish collaborative project on digital cultural heritage infrastructures and data models 
(2024-2026). The aim of the projects is to compare how different approaches to providing access to digital cultural heritage 
(DCH) can learn from each other and improve their respective solutions. The project involves the following libraries and 
supportive institutions:  

• National Diet Library in Japan wants to introduce links to DCH collections outside Japan into its Japan Search 
platform. 

• Cabinet Office Government of Japan want to utilize international DCH collections in the future on Japan Search 
for educational and other purposes. 

• National Institutes for the Humanities in Japan supports the development of inter-university research institutes 
that promote research in the humanities. 

• Royal Danish Library, which serves as the national library, wants to improve access to its collections and 
provide better metadata and linked data. A significant goal is to publish links to its collections on the 
collaborative European initiative, the Europeana platform. 

• Europeana empowers the cultural heritage sector in its digital transformation and advocates for better digital 
practices that support openness, transparency and reuse of digital cultural heritage. 

The institutions support digital humanities education and to do so they have to work with their DCH collections as data (Candela 
& Gabriëls et al, 2023). Additionally, the institutions share a common goal to improve discoverability and connections with other 
related online collections across borders and alphabets. Thereby, the project contributes to advance a development of linked 
data in DCH collections that has been under way in the last ten years (Lambert & Southwick, 2013). 
RQ1 general: what activities should the libraries, government institutions, and research institutions prioritize, preferably with low 
effort and high impact, which will improve access to their collections as data in Japan Search and Europeana?  
RQ2 specific to data models: What are the most important fields in the data models and what requirements do they set for the 
improvement of metadata and the use of linked open data in an institutional setting? 
Method 
The paper reports on a series of workshops that bring together data scientists, librarians and cultural heritage curators, and 
researchers from national libraries and universities. In addition, the project participants manage and develop the workshops 
using collaborative literature reviews and desk research. 
The workshops and the desk research employ a two-fold approach in a collaborative investigation of the Europeana and Japan 
Search portals: 

1. from the outside-in we compare the collection metadata and linked data in the platforms user interfaces and 
how it is displayed (knowledge graphs). 

2. from the inside-out we compare data models and publishing guides from Europeana (n.d.) and Japan Search 
(n.d.) 

Alongside its mapping of the portals and their data models, the project draws on didactic considerations from existing research 
(e.g. Oi et al, 2022). Included in its focus on access, the project promotes the use of DCH in learning scenarios as alternatives 
to Google-based searches. Finding and using simple digital objects is fine, e.g. illustrations for a pupil's specific class 
presentation. However, in-depth exploration of historical source materials should not begin with Google Search and thereby risk 
enforcing the misconception that ‘Google is the internet’. Japan Search has the advantage of being available in the pupils’ native 
tongue and English. However, Oi et al. (2022) have shown that it is still labor-intensive to search for learning materials from a 
vast amount of information and consider how to utilize them in the classroom. In patrticular, when questions are developed from 
an international perspective based on domestic information, it is difficult to find and use resources from other countries. 
Answering RQ1 and RQ2 provides a basis for recommended ways towards increased use of Europeana and Japan Search in 
learning scenarios. 
Preliminary findings 
Our initial assumption was that the Royal Danish Library and Europeana have a lot to learn from Japan Search. One example of 
this is evident from the fact that only 4,6 percent of the Europeana database have the highest metadata tier while more than 50 
percent have the lowest metadata tier (Metis, n.d.). The data models of Europeana and Japan Search support the Resource 
Description Format (RDF, 2014). However, it seems there are also comparable challenges shared by the parties involved, e.g. 
high barriers to entry when adopting the principles of Linked Open Data at GLAMs and international links between collection 
metadata. It seems the data models and the data mapping guidelines are still a well-meaning, yet tangled, network of documents 
that define, prime, guide, and provide case studies to a degree that will exhaust even the most hardened curators and developers. 
The institutions might succeed in publishing (links and descriptive metadata about) its collections. Still, we have found case 
where the follow up data management is lacking and users will find confusing metadata that suggest haphazard publishing 
activities. 
Based on the comparative analysis and workshop outcomes, the research project will propose a set of best practices for cultural 
institutions seeking to implement or enhance their digital collections using the data models of Europeana and/or Japan Search. 
Our findings so far suggest the proposed best practices will emphasize the importance of user-centered design, metadata 



 

 133 

standardization, and the establishment of clear guidelines for linked data implementation. In conclusion, this paper will outline 
these best practices to be proposed and hope to discuss these with the digital humanities community. 
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This paper investigates pipelines for large-scale Handwritten Text Recognition (HTR) in the context of the Swedish National 
Archives’ ongoing, massive HTR project, where millions of scanned handwritten documents – spanning a wide variety of Swedish 
archives from 1600 to 1900 – are transformed into digital text. Our work assesses the accuracy and generalizability of different 
models and pipelines, establishing a strong baseline for future research and improvements. 
Historical texts vary widely in handwriting styles, spelling conventions, and paper quality, posing significant challenges to model 
generalization across centuries and document domains. A core focus of our work is to evaluate the temporal and categorical 
adaptability of an HTR model trained on a large, diverse dataset. Fine-tuning experiments explore the effects of training with 
different amounts of period-specific data, from smaller subsets to larger collections. This approach allows us to assess the extent 
of performance improvement gained through fine-tuning and specialization of a base model, and how the size of the fine-tuning 
dataset impacts the character error rate (CER) and word error rate (WER) in text recognition. 
We also present an extensive test set, consisting of gold-standard annotated samples from archives spanning the entire period 
for which the model was trained, but drawn from archives not included in the training set. This provides an indication of how well 
the model generalizes to new, unseen domains. 
Evaluating an HTR pipeline requires more than assessing CER and WER on a text-line basis. A key focus of modern HTR 
pipelines is the segmentation of full pages into text regions and lines. Our assumption is that HTR pipeline models should not be 
evaluated in isolation using task-specific metrics alone; they should also be evaluated in an end-to-end manner, using page-
level metrics that account for different reading orders. We examine variations in CER and WER across different domains, time 
periods, and document types, and assess these metrics in relation to factors such as the number of characters per line and lines 
per page. This analysis helps identify model outliers and suggests further adaptations and improvements to the pipeline. 
Two main segmentation strategies are investigated and evaluated using the page-level metrics proposed. One strategy first 
segments pages into text regions and then further segments these regions into text lines. This nested approach is compared to 
a flat strategy, where region and line segmentation are performed simultaneously by the same model. We will later compare 
segmentation-based pipelines with emerging full-page HTR models, which aim to bypass the segmentation step entirely. 
The results presented in this paper aim to contribute to the development of scalable HTR solutions, particularly in the context of 
large-scale digitization projects at cultural heritage institutions worldwide. Ultimately, the insights gained from our research will 
inform the advancement of Handwritten Text Recognition on a massive scale. 
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Previous studies about AI technology from a queer theoretical gaze have identified a number of problems and risks with AI 
systems, such as categorization and labelling, often in stereotypical ways, cementing normative performances of gender. 
Drawing on such insights, we have formed the interdisciplinary research group Queer AI at Humlab, Umeå University where we 
seek to combine our expertise in queer studies, informatics, digital humanities and computer science, with the aim to find new 
ways of building and implementing AI technology and systems in our society for an inclusive future. 
In [author 1] et al. (2023) and [author 2] et al. (2023) we argue for the continued need and benefits of queer theory to make 
visible problems, risks and challenges with AI tech, and the increasing implementation of such tech in society, and the possibilities 
for adopting participatory approaches to increase users' involvement and strengthen their role during design of digital 
technologies and systems. By combining queer theoretical perspectives and participatory design approaches, we explore how 
fluid identities and performances can be expressed and represented in data, empowering contributors and transforming people 
from data subjects into being data creators on their own terms. In practice, we have conducted a pilot study where we explored 
how data retrieved from bodily movements can be both created, approached and understood by the data creators themselves, 
on their own terms. In the pilot study we used motion capture equipment to explore how data for AI-systems, for example in 
health care systems, chatbots or other interactive systems citizens may interact with on a daily basis, can be created in nuanced 
and diverse ways through various performances. By doing so our hope is to find new ways to create a more inclusive technology 
that is better adapted to be applied in a diversified reality. 
Our work is part of a larger networking and community building, including seminars, conferences (research group: Queer AI), as 
well as a community reference meeting on Queering AI (event: WASP-HS). 
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We present a corpus of 1310 symbolically encoded Ukrainian folk songs in musicXML format with lyrics and metadata, mainly 
from the West-Central and South-Western parts of Ukraine: Podillia. The corpus consists of three sections: ritual songs (calendar-
ritual and family-ritual), non-ritual songs, and children's songs, which are three main types of traditional Ukrainian songs. These 
songs were collected by Ukrainian ethnomusicologists between 1914 and 2018. Some of the songs were recorded in audio 
format and transcribed to symbolic format by ethnomusicologists, but most songs (93%) do not have an audio recording in 
archive. We have substantially improved the quality of metadata and improved the searchability of the corpus by extracting 
details concerning song collection (year, location, ethnomusicologists names) from natural text description. We also extracted 
and present as a separate part of the corpus the lyrics of each song. We describe the properties of the corpus, comparing 
different song styles, and discuss new possibilities for using the Ukrainian song corpus in ethnomusicological research using 
computational methods. 
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This paper presents the ongoing development of the WenDAng digital archive, designed to gather, preserve, analyse, and 
disseminate data collected by the WRITE project[1]. WRITE focuses on the emergence of new forms of calligraphy within 
contemporary Chinese art. Given the absence of specific ontologies for describing calligraphy, a key objective of the archive is 
to explore novel ways of representing contemporary Chinese calligraphy and to provide statistical insights addressing one of the 
project’s central research questions: Can contemporary calligraphy still be considered calligraphy in traditional terms, and what 
are the similarities and differences between the two? 
At the heart of the archive are four collections, each represented as a class corresponding to a distinct type of art: 1) visual arts, 
2) decorative and applied arts, 3) performing arts, and 4) graffiti art. Another important feature of the archive is the "Calli-Writing" 
unit — a section of the artwork that contains some kind of calligraphy or any other written element. This unit, modeled as a 
distinct class, plays a pivotal role in comparing traditional and contemporary Chinese calligraphy. All these classes serve as the 
foundation for supporting domain experts’ investigations, offering insights derived from three types of analysis: 1) artistic, 2) 
linguistic, and 3) socio-political-economic. To achieve this, the WRITE ontology is being modeled to represent the heterogeneous 
dataset, which includes not only artworks and “Calli-Writing” units, but also their contextual elements, such as artists, 
calligraphers, organisations, artistic collectives, places, exhibitions, literary works and others. The ontology builds on classes 
and properties from Wikidata to describe technical aspects of the artworks and their broader contexts. However, new ad-hoc 
classes and properties are being developed to represent calligraphy both as an artistic expression and as a set of signs. 
Therefore, in the WRITE ontology, each class and its associated properties contribute to one or more types of analysis. Artistic 
analysis is supported by data on artworks and "Calli-Writing" units, covering aspects such as types, genres, materials, tools, 
colors, dimensions, subjects, and inspirations. Linguistic analysis focuses mainly on "Calli-Writing" units, literary works, critical 
texts, and exhibition catalogues, while socio-political-economic analysis deals primarily with graffiti art, decorative and applied 
arts, people, organisations, and exhibitions. For instance, by analysing the "Calli-Writing" unit from both artistic and linguistic 
perspectives, the archive can generate insights into how contemporary calligraphy relates to tradition. This is achieved by 
capturing data on materials (wdt:P186), tools (wdt:P2079), colours (of the objects wdt:P462 and background write:background-
color), calligraphic lines (write:calligraphic-line), character forms (write:character-form), writing systems (write:writing-system), 
script styles (wdt:P9302), and, where applicable, the meaning of the written content (write:significance). Traditional calligraphy 
involves using a brush and black ink on white paper, with Chinese characters written in traditional script styles. By using the 
WRITE ontology, we can document and observe the contrasts in contemporary calligraphy, which may utilise diverse materials 
(not only ink on paper), tools (including digital ones), colours beyond black and white, new script styles, and other innovative 
features. 
To enhance the representation of Chinese contemporary calligraphy, the archive is developing and storing controlled 
vocabularies[2] that include new taxonomies emerged through the domain experts’ research. For now, these vocabularies include 
terms for script styles (22 terms), Chinese visual elements (34 terms), Chinese concepts (9 terms), and others. These 
vocabularies are another innovative aspect offered by the archive, especially if we compare them with other established 
vocabularies, such as Getty’s Art & Architecture Thesaurus, that do not include contemporary script styles, Chinese visual 
elements present in the artworks nor other calligraphy-specific terms. 
Data entry process is being facilitated through Omeka S[3], chosen for its user-friendly interface suited to domain experts. The 
dataset can be fully queried using Blazegraph[4], and preliminary queries conducted on over 200 artworks and 190 "Calli-Writing" 
units have already revealed notable distinctions between traditional and contemporary calligraphy. For instance, only half of the 
analysed artworks employed a brush, and merely one-third used a brush with ink and paper. 
As the WRITE team’s research continues, both the dataset and the ontology will evolve, incorporating new classes and 
properties. The WenDAng digital archive is expected to be completed by the end of 2026. 
Footnotes 
[1] The project “WRITE - New Forms of Calligraphy in China: A Contemporary Culture Mirror” has received funding from 
European Research Council (ERC) under the European Union’s Horizon 2020 Research and Innovation Programme (GA n. 
949645). For more information about the WRITE project, visit https://writecalligraphyproject.eu/. 
[2] A specific module of Omeka S, Custom Vocab, is being used for creating controlled vocabularies. 
[3] https://omeka.org/s/ 
[4] https://blazegraph.com/ 
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Despite the presence of computers in our daily lives, choosing the right tool for the right task can be tricky. This especially 
applies when we’re already familiar with a specific tool for a specific task – like writing and publishing papers. Students in 
particular, but also many older colleagues, tend to use Microsoft Word or a similar word processor for the purpose, leading to a 
range of issues, not the least of which is compatibility. There are better tools available, like LaTeX, which offers a wide range of 
benefits over traditional Word documents, particularly for those submitting contributions to a variety of academic publications 
with different styles and requirements. LaTeX excels at compiling bibliographies and outputting them according to different 
stylesheets, meaning that resubmitting an article to a different journal only requires one change in the settings and a rerun for 
all of the references to be formatted according to the guidelines of the new journal. It further offers automated numbering of 
cross-references and handling of references, ensuring that table of contents, page numbers, bibliography and cross-references 
are always up-to-date without any manual work required. This is especially useful for those working with longer texts, where 
chapters and sections may have to be moved around during the writing process, and spares one the headache of having to 
manually update cross-references in the text. 
Beyond these, LaTeX also offers other benefits. Using plain text and code to in, files can be edited on every computer 
regardless of access to proprietary software, rendering .tex-files completely portable and platform-indepedent; and since the 
visual output is decoupled from the content, it is also much easier to output the same document according to different 
stylesheets, for example using different fonts or page margins, than it is with Word. 
But LaTeX can not only render the same document in different ways; it is also possible to create several different files out of 
the same basic document. This feature is especially useful if one happens to be writing worksheets for students or exam 
papers, or is a PhD student required to hand in a draft to one’s supervisors, where some parts aren’t quite finished yet. 
Keeping the student exam paper and the solution sheet, or the draft meant for one’s supervisors versus the drafts one is still 
working on in different documents can easily lead to much confusion and wrong the versions of documents being sent to the 
wrong person. 
But despite the many benefits of LaTeX, the switch from a word processor to a plain text editor with markup language can be 
intimidating and difficult to tackle by oneself. This is where LyX comes in. LyX is a graphical user interface that aims to make 
the transition from word processor to LaTeX easier by using many familiar buttons from word processors to enter the LaTeX 
code ”behind the scenes”, allowing newcomers to LaTeX to focus on getting the text written instead of trying to remember the 
right commands. However, the use of LaTeX in the background enables LyX users to make use of many of the features LaTeX 
offers – such as consistent formatting, easy cross-referencing, consistent bibliographies and creating different output 
documents from the same source document, thus keeping everything in the same space. 
LaTeX Light: Introduction to LyX is meant for everyone looking for alternatives to Microsoft Word, whether student or 
established academic; everyone who has ever spent hours adapting the bibliography to a different journal’s style or tried to 
stop the illustrations from completely messing up the formatting of the text. Over the course of four hours, this introductory 
course teaches up to 15 attendants how to write a structured text of any length – whether 5-page journal article or 15-chapter 
book – using LyX and compile it with LaTeX. In units of approximately 30 minutes, the course covers: 
* The basic principles of “what you get is what you see” versus “what you get is what you want” 
* The LyX interface 
* Basic structuring in a LyX document (chapters, sections and subsections) 
* Including images and tables in your document 
* Bibliographies and cross-referencing 
* Outputting different versions of the same document 
To ensure that participants can do the practical exercises for each of the units, they should bring an unformatted paper draft (or 
some other text) with at least 3 sections, 3-5 subsections, 1 image and 1 table, which will be used as a training document. 
Participants are also required to install the latest version of either MikTeX or TeXLive (only ONE of them) and LyX before the 
workshop. All of these are freeware and available for Windows, Linux and Mac. 
The course will be lead by Elisabeth Magin, who has given several introductions into LyX to a number of colleagues and 
students at the University of Oslo and conferences. 
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Runes – a writing system most strongly connected to the Vikings in most people’s perception and of particular interest to many, 
but in fact in use for more than 1000 years in some areas. Despite the public interest in the script, much of the information on 
the internet is outdated or comes from dubious parties; academic research into runes tends to remain within the scholarly 
sphere and unnoticed by the general public, not least because the field is very small and chronically underfunded. Using digital 
tools such as digital editions to publish reliable and up-to-date information on runic inscriptions seems like an obvious and 
comparatively cheap solution for runologists to convey their research to a bigger audience; yet, it is rarely an approach taken, 
and for good reasons. Despite the existence of the Unicode block Runic, runes are notoriously difficult to wrangle into digital 
form, and current approaches to using digital tools to both support research and aid dissemination of research leave much to 
be desired. 
This paper presents the entity model developed as a result of the MSCA-funded project “From Stick To Screen – Digital 
Editions of Runic Inscriptions as Research Tools“ and describes how it addresses a variety of challenges with encoding runes, 
using the process of deciphering ancient scripts as its basic framework. To show the applicability of the entity model and the 
approach presented, the paper further provides examples of how the data can be exported to be used in n-gram analyses of 
runes and their variations as they occur in the medieval inscriptions from Bergen, Oslo, Trondheim and Tønsberg. In doing so, 
the paper hopes to give other scholars working with different ancient scripts an example of how the methodological 
approaches can be successfully incorporated into an entity model, thus opening up new possibilities and angles for encoding 
and analysing corpora of ancient inscriptions.  
One such challenge many ancient scripts (such as cuneiform or Khitan) share is the lack of standardisation across time and 
space, with many variations on the same basic shape being in use alongside each other. This also applies to runes; they are 
by no means “a writing system” – the first runic writing system, called the Older Futhark, has been remodelled at least two 
times. Even discounting post-Reformation use of runes as late as the 17th century AD, the Elder Futhark has spawned three 
closely related, but distinct systems: the Anglo-Saxon Futhorc, the Viking Age Younger Futhark and the Medieval Futhork. 
Consisting of one or more vertical staves and horizontal branches, runic writing displays a great deal of variability in shape. At 
times, more than 10 different variations of the same basic shape are in use, spread out over different geographic areas from 
Scandinavia to Britain to Greenland. This, as scholars of other ancient scripts know, is very common for all scripts that never 
underwent standardisation and were allowed to develop into regional and time-specific variants. Being able to track these 
variations is of great importance where the development of the script and the spread of (runic) literacy is concerned. Yet 
tracking them across time and space requires mechanical support. 
Based on prior research into using relational databases as research tools in runology (Magin 2023, Data-Based Runes) and 
critical reflections on the Unicode code block Runic (Magin & Smith 2023, (R)Unicode), this paper shows how solutions for 
storing runes as characters based on a minimal character set using the Unicode block Runic can be implemented in a 
relational database. The entity model presented was developed alongside the process of deciphering such inscriptions. It is 
built specifically to allow ancient script scholars to edit their inscriptions character by character, adding comments to each as 
they go along, to render the process transparent. The paper will show how, taking into account some runologists are only 
interested in the runes as the characters used to create a written word, while others are interested in the specific visual traits, a 
complex entity model able to accommodate both levels of enquiry was developed (Magin in print, Runeninschriften aus 
Bergen). Further phenomena appearing in runic writing, such as different directions of writing (left-to-right, right-to-left), flipped 
runes or bindrunes (runic ligatures), are also stored in a standardised, and thus searchable, way. 
Another challenge common for ancient scripts is the sheer breadth of readings presented by different scholars, especially for 
texts of particular interest or those only partially preserved. While databases such as Samnordisk runtextdatabas settle for 
presenting the most accepted and up-to-date interpretation, this paper demonstrates that it is possible to store conflicting 
readings and interpretations down to the level of descriptions of the visual traits of a single sign. This allows for direct 
comparison between the readings of different scholars and, in turn, enables others working with the dataset to judge the 
reliability of the single interpretation, or determine whether an inscription is potentially relevant for one’s own research. 
The ability to determine the reliability of a single interpretation is a vital component in conducting further studies on the 
material; in the case of this project, the aim was to create the basis to conduct diachronic and spatial case studies of the 
distribution of particular runic phenomena and personal names appearing in the medieval runic inscriptions from Bergen, 
Tønsberg, Oslo and Trondheim. By way of the special queries presented in the paper, the single runes in an inscription can be 
recombined into character strings. These can in turn be analysed with the help of software such as Excel, Python, R or SPSS, 
allowing the creation of n-grams and distribution maps for names. From these analyses, one can attempt to track the 
movement of people and/or goods between towns trading with each other, as Bergen, Oslo, Trondheim and Tønsberg were 
doing during the Middle Ages, and how this might have contributed to the spread of knowledge about different graphic 
variations of a specific rune or character. The paper presents examples of how this was done for specific cases, exemplifying 
what such analyses could contribute to our knowledge of the development of not just runes, but also other ancient scripts in the 
future. 
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The Digitisation of cultural heritage of minority communities for equity and renewed engagement (DIGICHer) project explores 
the legal, political, socio-economic and technological factors driving the digitisation of cultural heritage of minority groups. It is 
run by a multi-disciplinary consortium representing both academic and non-academic organisations working in the field of 
minorities' digital cultural heritage, digital humanities and law in five European countries. These partners, including Vilnius 
Gediminas Technical University (leader), Friedrich Schiller Universitat Jena, University of Lapland, Istituto Italiano di Studi 
Germanici, Europeana, National Archives of Finland, Jewish Heritage Network, Istituto Culturale Ladino, Lietuvos Inovaciju 
Centras, Network to Promote Linguistic Diversity and Time Machine, play a crucial role in the success of the project. Their broad 
expertise, diverse fields, and geographical coverage play an essential role in the project's activities and outcomes. This project 
has received funding from the European Union’s research and innovation programme Horizon Europe under Grant Agreement 
No. 101132481. 
Based on their multi-disciplinary research, the project partners use co-creation approach to design a new and practical framework 
that promotes equity, inclusion and diversity in the representation of digital cultural content related to minoritised communities. 
The framework will be developed collaboratively with representatives from three minority groups in Europe: the Sámi, the Jewish 
and the Ladin people. The framework will be scalable and adaptable to other minorities as well. It will include recommendations 
for best practices while working with the digitised cultural heritage of minority communities. The framework will be helpful to a 
number of stakeholders involved in working with minority and their heritage, including policy and decision-makers and cultural 
institutions. 
The project's collaboration with the Sámi communities is especially relevant in the Nordic context. As a project partner, the 
National Archives of Finland will participate in the development and validating the framework by conducting engagement and co-
creation activities with members of the Sámi communities. We will organise a project for digitising archives in the holdings of the 
National Archives of Finland, including events and workshops discussing different aspects and best practices relevant to 
minorities' perspectives. We will also design evaluation of the Nuohtti search portal (www.nuohtti.com) which was launched in 
2023. Nuohtti searches for digital Sámi archives in the collections of memory organisations in Europe. Nuohtti portal can be used 
in Northern Sámi, and it includes ethical guidelines for the respectful use of this often culturally sensitive digital material. (Häkkilä 
et. al. 2022; Moradi et. al. 2020; Tuominen et. al. 2023). Nuohtti is maintained in collaboration between the national archives of 
Norway, Sweden and Finland. The evaluation is done with all the actors involved in the service. 
Our participatory approach process is designed to increase minorities' involvement in the digitisation and usage of their cultural 
heritage. It incorporates user-focused techniques, including design thinking and legal design, to ensure the communities validate 
the framework. As a result, the project creates knowledge-based recommendations for policy and decision-makers, ensuring 
that the needs and perspectives of the communities are at the forefront. DIGICHer collaborates between academic researchers 
and non-academic organisations and develops the societal relevance of digital humanities, making the audience feel that their 
input is valued and integral to the project's success. 
This intervention will introduce and share learnings from the work of the project as detailed above. 
For more information on the DIGICHer, see https://www.digicher-project.eu/ 
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In recent decades, numerous tools and metrics have been developed and widely applied in bibliometric and sociological research 
to describe the evolution of scientific disciplines and their social and cognitive dynamics. Unlike traditional qualitative methods 
employed in the sociology of science, these metrics rely on the quantitative analysis of factors such as authors, citations, 
keywords, journals, and other bibliometric indicators to extract the essence of contemporary science (Maltseva & Batagelj, 2022). 
One common approach is to analyze relationships between authors by examining their joint publications, which leads to the 
creation of co-authorship (co-occurrence) networks. These networks extend beyond sociological research and can be used to 
identify authorship communities and collaboration patterns across various disciplines, such as digital humanities (Yan & Ding, 
2012; Rehbein, 2020; Laudel, 2002), which is the focus of our study. A co-authorship network is generated by directly linking 
actors based on their co-occurrence in the publications (Ahnert et al., 2021; Tiihonen et al., 2022).  
Previous research by authors (Hill et al., 2019) has demonstrated the validity and potential of historical network analysis, such 
as that conducted using data from the English Short Title Catalogue (ESTC). The term "network" is often used informally by book 
historians—books in the seventeenth and eighteenth centuries were considered "networked technologies" (Greteman, 2021) 
because they were produced collaboratively, and those involved naturally formed networks with overlapping alliances, fostering 
both local and international connections. Examining these networks, at least qualitatively, has long been a central approach in 
the study of book history (Tiihonen et al., 2022). 
Applying network analysis to early modern publications, by the 890 members of the Fruitbearing Society (Fruchtbringende 
Gesellschaft) (1617–1680), the first and largest cultural society in early modern Central Europe (Mäkelä et.al, 2024), is the main 
goal of our research. Co-authorship network analysis is highly informative for understanding the structure and patterns of 
collaboration among these members. By constructing both dynamic and time-specific co-authorship networks of these early 
modern publications, we can examine the factors influencing publication characteristics, such as genre, the number of 
collaborations per publication, and the scientific and political positions of the dedicatees. Additionally, we aim to determine if 
these networks were susceptible to historical transitions, especially during moments of political and social crisis (Ladd, 2021). 
Gaining a deeper understanding of the publications associated with the Society's agenda is significant, as the Society had 
considerable influence on the development of early modern Central European thought and culture in the 17th century. The 
Society was committed to two main targets: cultivating virtue and promoting the development of the German language. It played 
a pivotal role in establishing German as a literary and scholarly language and served as a model for other 17th-century German 
language societies (Ball, 2010). In summary, we aim to explore how the collaboration patterns in member publications related to 
the Society's agenda evolved across its three major phases: the Köthen period (1617–1650), the Weimar period (1651–1662/67), 
and the Halle period (1667–1680). We will also investigate whether changes in the Society’s headquarters and leadership 
affected collaboration features such as members diversity, publication types, and differences across these three periods. 
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The rise of computational methods in the humanities has opened new possibilities for large-scale analysis of bibliographic data, 
particularly in literary studies. [1,2,3,8] Combining quantitative analysis with qualitative interpretation often relies on the selection 
of subsets of items for a closer manual analysis.[7,9] However, effective subset selection, which is crucial for careful qualitative 
interpretation, remains a challenge. Traditionally, it has been based on manual inspection; more recently, automated approaches 
as a fast and scalable solution. Traditional manual curation ensures nuanced expert selection but can be very time-consuming 
and prone to subjective biases, while fully automated methods offer scalability but may overlook critical details or raise equivocal 
generalisations.[4,7] We explore the intersection of these complementary approaches by comparing automated and manual 
subset selection methods in the context of 19th-century Finnish fiction, using the National Finnish Bibliography, Fennica as a 
primary data source.[6] We evaluate the advantages, limitations, and biases inherent in each strategy. We hypothesize that a 
hybrid method—combining the strengths of both approaches—could provide an optimized solution for bibliographic research. 
We curated a list of first editions of Finnish fiction - or belles-lettres - published between 1809 and 1917, including novels, short 
stories, drama, poems, written in Finnish or Swedish. The manual curation process involved expert-driven analysis of 
bibliographic metadata. The manually curated list initially contained 4,468 titles, and it was further reduced to 2,788 titles after 
applying additional selection and exclusion criteria, and removing duplicates. The manual curation was particularly useful in 
reliably identifying first editions and filtering out irrelevant titles such as reprints or translations , that are not included in the 
intended subset. However, this process also relied on subjective decisions that could potentially obscure transparency and 
replicability, lead to biases, and have limited scalability. Conversely, the automated process yielded a list of 3,696 titles based 
on similar automated selection criteria. Enrichment with additional metadata, such as genre and Universal Decimal Classification 
codes, further expanded the list to 4,698 titles. Automated methods proved to be efficient and scalable, allowing for efficient 
updates and integration of new data sources. However, it also highlighted challenges in handling incomplete or inconsistent 
metadata, which led to the inclusion of unwarranted titles and the occasional misclassification of works that could be detected 
by additional manual curation. Our findings suggest that neither approach alone can fully address the complexities of 
bibliographic research, and we discuss the possibilities of combining the two; a hybrid approach, combining the strengths of both 
methods, emerges as the most effective strategy. 
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This hands-on workshop will demonstrate the approach used in the presentation “Computational approaches with zero-shot 
annotating for survey analysis: case of Estonians’ relations to music”. We show how to use OpenAI API for prompt-based 
annotation of texts (but potentially also images), how to evaluate the results in comparison to human-annotations, and further 
discuss the efficacy of this approach and annotation-related problematics based on our study.  
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The Russo-Ukrainian War has received significant academic interest, yet computational research using social media data, 
particularly with extensive temporal and linguistic coverage, remains limited. Our study addresses this gap by tracing the log-
deviation from expected log-rank-frequency of "Ukraine" mentions on Twitter from 2008 to 2023, across 28 languages. We 
examine the patterns of attention before and after the 2014 and 2022 Russian invasions, revealing notable differences in the 
onset and decay of attention within and across languages. These variations highlight fundamental shifts in international support 
and regional sensitivities. 
In February 2014, Russia's initial invasion of Ukraine triggered an ongoing conflict, which escalated dramatically in 2022 with a 
much larger-scale Russian invasion. Studying mentions of “Ukraine” on Twitter provides a useful proxy for the attention to the 
crisis. Our macroscopic approach leverages n-gram frequency data from Storywrangler.com, based on 10% of all tweets, 
focusing on the rank-frequency of “Ukraine” across multiple languages. This method provides a simple yet powerful lens for 
studying shifts in international perception. 
Our analysis uncovers fundamental differences in the patterns of attention surrounding the 2014 and 2022 invasions. Not only 
was the global response to the 2022 invasion much more intense, but the sustained attention in European languages suggests 
deeper regional concerns. The decay of attention post-invasion shows stark differences between languages, with some 
continuing to focus on the crisis for a longer period. By focusing on log-deviation from expected frequency, we reveal specific, 
meaningful events and patterns over time that would otherwise remain obscured, including culturally and politically driven 
variations in attention across different linguistic communities. 
In sum, our research offers a novel view of global attention to Ukraine on Twitter over 15 years. By examining language-specific 
responses to the 2014 and 2022 invasions, we provide valuable insights into the dynamics of international support and offer 
visual overview of the attention across languages and years. We demonstrate the pertinence of such macroscopic perspective 
for understanding global crises. 
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Since the 20th century, music research has increasingly focused on how people engage with music and how music affects them. 
The findings generally highlight the increasing role of recorded music, the positive influence of music on individuals' well-being 
as well as their physical and mental health, although some studies have also noted negative aspects of music (e.g., DeNora 
2000; Turino 2008; Juslin & Sloboda 2011; Camlin et al. 2020; Agersnap et al. 2023). 
In this presentation, we introduce our methodological approach to survey and essay analysis (cf. Karjus 2023) on how Estonians 
encounter music and their emotional attitudes toward it. We examine the texts submitted to the 2022 Estonian Folklore Archives’ 
collection competition, “Music in My Life”, in which respondents shared their memories and experiences related to music. 
Approximately 300 senders responded to the competition in different ways, with 66 of responses submitted through our 
questionnaire platform Kratt where the answers were formatted question by question. The rest of the material was sent via e-
mail or in handwritten form, allowing respondents to freely structure their answers. We have digitized the handwritten submissions 
and annotated the structure elements and metadata of free-form submissions. 
We explore the thematic categories, activities related to music and various attitudes toward music, including those shaped by 
both direct exposure to music and indirect influences. For explorative data analysis as well as more specific categorization tasks 
we apply computational approaches, such as GPT-4o for machine-assisted zero-shot annotations that yielded statistically 
satisfactory results in filtering out music related sentences, identifying the topics and stances towards music (cf. Liyanage et al. 
2023) . 
Our preliminary findings from the group of younger respondents reveal that singing was the most frequently mentioned activity, 
listening was the predominant mode of engagement with music, and the phrase “I like” was most commonly used to express 
attitudes. These results gain deeper significance when compared to responses from other groups. 
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Texts, whether written, spoken, or visual, are dynamic records of cultural expression that both reflect and shape the communities 
from which they emerge. Through careful analysis, corpora can thus illuminate the intricate interplay between culture, language, 
and time, offering a rich resource for understanding cultural change and continuity. Computational approaches to large collections 
of texts allow researchers to trace how cultural phenomena emerge, distribute, spread, and transform within a society. A cultural 
phenomenon here refers to any concept, behavior, or experience that is shaped by the beliefs, values, and practices of a 
particular society or group. Importantly, computational approaches enable the detection of patterns at a scale that may be 
invisible by close reading only. The analysis of large-scale text corpora may reveal cultural processes that are otherwise difficult 
to observe, the diachronic change or synchronic variability of the models of communication, action, and values in various texts 
of various origins. 
The workshop invites to discuss the experiences of studying diverse corpora, whether separately or in combination. We aim to 
gather the experience across countries, approaches and datasets to share the knowledge of large-scale textual analysis with an 
emphasis on discovering underlying cultural patterns, different values, beliefs and practices and different ways of modeling the 
world. It includes taking into consideration and comparing the variety in cultural patterns one may observe at a scale, the diversity 
of groups being observed, methods, and possible biases. 
The analysis of cultural phenomena involves both a diachronic dimension capturing the changes across time, and a synchronic 
approach that allows us to detect variation of features across or within the corpora. Diachronic analysis may reveal temporal 
shifts or changes in expressions, discourse, mindsets and societal values. Synchronic analysis affords comparison of such 
expressions, discourses, mindsets and values between the text collections or their subsets. What differs across text corpora and 
cultures they represent are both the form and the underlying meanings. It is relevant to bring out the differences in form, such as 
linguistic differences in word forms, whilst our focus is on grasping these features as proxy for more substantial differences. 
This workshop invites participants to explore the diversity of textual sources, from vernacular to elite, to identify different 
understandings in culture and to find commonalities where possible. Each text corpus reflects distinct social discourses, offering 
insights into how communities and historical periods conceptualize and negotiate cultural meanings. Texts, as cultural artifacts, 
actively shape meaning, embedding the power dynamics of social groups, institutions, and ideologies. By examining a range of 
genres and media, researchers can track shifts in cultural discourse in response to political, technological, and social changes, 
revealing how diverse communities contribute to the evolution of cultural meanings. Studying cultural patterns at scale may allow 
us to explore the emergence and adoption of global trends as well as the dissemination of ideas among specific groups. Yet, 
every corpus has specific people or groups behind it, and we emphasize the relevance of recognizing whose voices the texts 
may represent. Moreover, rarely can we have ideal datasets for computationally understanding culture. The methods for 
examining cultural dynamics at scale must consider these limitations but can also provide ways to recognise and mitigate these 
shortcomings. 
The methods to grasp the texts at large put an emphasis on exploratory data science, by first looking at the world and being 
open to possibilities of what we might find. This does not exclude hypothesis or theory driven approaches, but rather combines 
them to rediscover large scale changes that were hard to grasp without the help of computers. It may be thought of as a back-
and-forth interaction between distant and close reading, gaining much from the diversity offered by interdisciplinarity. The 
workshop discusses this in the context of visualization of large textual corpora as systems of relations, whether as networks, 
embedding spaces, trends or by other means. This includes text enrichment through sentiment or stance detection, topic 
modelling that may reveal hidden (embedded) meanings and their change. Classical NLP methods of textual comparison, LLMs 
and now generative models have paved the way for more and more approachable and versatile methods of analysis. Prompt 
based exploration of texts provides a new level of interaction where one is capable of asking about the corpora questions in an 
intuitive manner. Last but not least, it is a challenge to do it in a statistically rigorous way. 
This workshop is aimed at researchers who are engaged in or are interested in learning more about computational studies of 
text corpora to better understand underlying cultural dynamics. As an outcome of the workshop we hope to get an overview of 
the variety of approaches currently in use among the researchers for exploring the content aspects and their variation within 
large corpora. We also look forward to meeting researchers with similar interests, gaining inspiration, and fostering possible 
future collaboration. 
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The Lithuanian National Museum (LNM), home to the largest collection of cultural heritage artifacts in the country, comprising 
over 1.3 million items, was a relatively late entrant into the digitization process. It joined the national Lithuanian Integral Museum 
Information System (LIMIS) only in 2020. Over four years of digitization efforts, more than 23,000 cultural assets have been 
made accessible to users. Despite its delayed start, the museum is making significant strides in this area, aiming to catch up by 
both increasing digitization output and ensuring high-quality data presentation. 
One key advantage of this later entry is the ability to avoid revisiting metadata issues, such as license assignments, that earlier 
adopters faced. Additionally, LNM has implemented a curated approach to the digitization process, focusing on thematic or 
logically connected groups of objects rather than digitizing them sequentially. This strategy ensures that digital collections are 
coherent and meaningful to users. 
By leveraging the latest technologies, the museum is creating curated digital content for exhibitions and public engagement. 
Digitized objects are integral to virtual tours, online exhibitions, and even physical displays where 3D-printed models serve as 
replicas of authentic artifacts. Moreover, the museum collaborates with companies specializing in virtual and augmented reality 
game development, incorporating its cultural assets into interactive experiences. 
The presentation will explore LNM's innovative initiatives, highlighting specific examples of how collaboration with academic and 
business sectors empowers the public to engage with and explore cultural heritage through its digital representations. These 
efforts demonstrate the museum’s commitment to modernizing heritage preservation and making it accessible in creative and 
meaningful ways. 
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The paper aims to address the methodological and empirical possibilities, as well as challenges of visualizing historical processes 
from bibliographic metadata in library catalogues. Our discussion is based on a case study, the interactive Network of Estonian 
Translated Literature (NETL) which was created as a cooperation between the Digilab of the National Library of Estonia and 
Tallinn University’s Research Grant “Translation in History, Estonia 1850-2010: Texts, Institutions, Agents and Practices”. 
While network theory (Folaron & Buzelin 2007; Paloposki 2018) and the visualization of translation spaces (Hofeneder 2022, 
Zhai et al. 2020, Tanasescu 2020), have recently gained the attention of TS scholars, NETL stands out both due to its scale and 
completeness. This network is based on the Estonian National Bibliography which encompasses comprehensive and well-coded 
information on all known works of literature in the Estonian language. Extensive metadata curation at the Digilab (Kruusmaa et 
al. 2025) has enabled the visualization of historical connections between authors and all known Estonian literary translators 
within a single, dense network. Consisting of more than 12 000 nodes from the past two centuries, NETL can be searched and 
navigated as well as filtered by language, genre and temporally.  
In our paper, we will discuss NETL as an innovative approach to a data-driven study of historical issues, situated at the 
intersection of digital humanities, translation studies and evolutionary cultural analysis. Collaboration between traditional 
humanities researchers (historians, literary, and translation scholars) and those in data analytics and visualization has allowed 
us to bridge key questions in historical translation studies with computational methods. We will argue that the network reveals a 
range of possibilities and challenges in data-driven research on translation history (Wakabayashi 2019). 
Our study applies network analysis and interactive visualization to explore the evolution of translation history in Estonia from 
1900-2019, demonstrating how this approach effectively combines macro-level computational analyses with meso- and micro-
level qualitative insights. This perspective reveals shifts in literary exchange shaped by historical transformations. The 
development of translation networks reflects broader cultural and political transitions, with periods of restriction and expansion 
influencing the circulation of translated works. While state policies have shaped translation flows, the persistence of certain 
literary connections suggests deeper continuities that transcend political shifts. The analysis highlights how translation networks 
not only reflect historical disruptions but also reveal patterns of resilience and adaptation, offering a nuanced perspective on 
cultural and literary evolution. 
Finally, we will argue that NETL is both an instrument for research and a good example of knowledge transfer between the 
academia, memory institutions and the general public, as the network is conceived as an open resource and user-friendly 
interface for all the users interested in foreign literature, translation and translators, cultural networks and Estonian cultural 
history. 
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In our presentation, we will discuss the potential uses of LLM technology in the field of philosophical inquiry. 
The subject of our research is a range of customised versions of OpenAI's ChatGPT, which we prepared in early 2024. These 
customised GPT models are specifically designed to use the original writings of the philosopher Ludwig Wittgenstein as the basis 
for their responses to user questions or prompts, potentially allowing for an interactive exploration of his philosophy. 
The purpose of this interactive exploration is twofold: to lay the groundwork for an AI-based chatbot that can assist users in 
studying and researching Wittgenstein's writings; to gain some insights into AI's ability to engage in philosophical dialogue and 
interact with complex philosophical texts.  
Tractarian Wittgenstein is a GPT model based on the German text of Wittgenstein's Tractatus logico-philosophicus. 
Wittgensteinian Oracle, on the other hand, is a series of GPT models, each based on a particular manuscript or typescript from 
Wittgenstein's Nachlass (included in the 5000 pages of the Discovery Project). 
The aim of this research is to gain insight into how Wittgenstein scholars interact with our customised models. To this end, we 
have collected free reports from Wittgenstein scholars who have been invited to test the models according to their own 
preferences and interests. As this is only the initial stage of our project, the feedback gathered so far is still limited. However, 
certain trends can already be observed. 
One of these trends is the users’ cautious and skeptical approach towards the models, which begins to take shape as initial 
interactions clearly show that they cannot be treated as 100% reliable authorities. In particular, it has been observed that the 
models often attribute theses to Wittgenstein that he does not actually support. This is partly due to their inability to recognize 
his use of sarcasm and their failure to consider the broader context behind individual remarks or isolated groups of remarks. 
Nevertheless, we noted a shift towards a more positive assessment of the technology's capabilities as users gain more 
experience with it. An element of surprise has emerged: experts reported that although the models' responses were not free of 
inaccuracies and oversimplifications, some responses seemed interesting and even to some extent potentially useful for their 
research practice. On the one hand, in fact, errors are sometimes seen as valuable, because they invite the scholar (or the 
student, in educational settings) to engage creatively in correcting them, which may lead to insights that might be missed or 
might be more difficult to reach through conventional reading. For instance, one scholar noted that correcting an unclear and 
unsatisfactory answer from the model on the complex relationship between the concepts of "world" and "reality" in the Tractatus 
led him to reconsider the question from an unusual perspective. On the other hand, errors are seen as tolerable because they 
are compensated by some remarkable capabilities.  
In addition to technical features such as response speed, consistency and memory within a single session, and the ability to 
provide real-time translation of information into multiple languages, scholars seem to particularly value two key aspects of these 
models. The first aspect is their role as advanced research tools. The models prove especially valuable in facilitating linguistic 
analysis. One scholar in particular, who has long dealt with the evolution of Wittgenstein's style, was impressed by the model's 
ability to analyse the stylistic properties of Wittgenstein's Nachlass documents. The models also proved very useful for navigating 
philosophical topics and summarising complex ideas. These functions help users to organise their thoughts more efficiently and 
to access Wittgenstein's philosophy in a structured (although not always precise and reliable) way. The second aspect is their 
function as creativity stimulators. On the one hand, their very nature as interactive systems encourages the user to think 
“dialogically”. For example, one scholar noted how repeated interactions with these models improved their ability to formulate 
questions, which can be beneficial not only in the context of individual GPT sessions, but also in broader research settings. On 
the other hand, they stimulate new insights by suggesting unexpected and creative connections.  
Another notable trend that emerges from the reports is the curiosity about the cognitive limits of the model. Wittgenstein scholars, 
especially in more advanced stages of interaction, seem interested not only in how the models process and deliver philosophical 
content, but also in whether (and to what extent) they can handle ambiguity, abstract reasoning, contextual meaning, and whether 
(and to what extent) they can reflect on their own reasoning processes and limitations. For example, some scholars have found 
it fruitful to ask the model how it would prefer to be questioned. It might be therefore expected that the potential repeated use of 
these systems by experts in philosophy could indirectly contribute to the ongoing debate about the future development of LLMs, 
where philosophical questions about cognition and metacognition intersect with engineering challenges. 
 
Bibliography 
 
Azaria, A. (2022). ChatGPT Usage and Limitations. (https://hal.science/ hal-03913837)  
 
Ghosh, L. (2023). Will Google Gemini outdo GPT-4? WIRE19. (https://wire19.com/ google-gemini-vs-gpt-4) 
 
Gangopadhyay, N., Grève, S. S., & Pichler, A. (2023). “A Complex Philosophical Oeuvre and Its Complex User Community: 
Reflections on the Past, Present, and Future Digitisation of Wittgenstein’s Philosophical Writings”. Digital Humanities in the 
Nordic and Baltic Countries Publications, 5(1): 105-120. 
 
Hu, K. (2023). ChatGPT Sets Record for Fastest-Growing User Base—Analyst Note. 
(https://www.reuters.com/technology/chatgpt-sets- record-fastest- growing-user-base-analyst-note-2023-02-01) 
 
Mosca, F. & Gomułka, J. (2024), “What Wittgensteinian GPTs Can’t Do”, in Contributions of the 45th International Wittgenstein 
Symposium, edited by Yannic Kappes, Asya Passinsky, Julio De Rizzo, Benjamin Schnieder, Österreichische Ludwig 



 

 151 

Wittgenstein Gesellschaft, Kirchberg am Wechsel (ISSN 1022-3398). 
 
Radford, A., Narasimhan, K., Salimans, T., & Sutskever, I. (2018). Improving language understanding by generative pre-
training.  
 
Schwitzgebel, E., Schwitzgebel, D., & Strasser, A. (2023). Creating a Large Language Model of a Philosopher. ArXiv, 
abs/2302.01339. 
 
Truelove, K (2023). On the Nature of Artificial Things. TrueSciPhi.AI (https://www.truesciphi.ai/p/on-the-nature-of-artificial-
things)  
 
Weinberg, K. (2023). Philosophical Uses for LLMs: Modeling Philosophers, Daily Nous, 
(https://dailynous.com/2023/12/05/philosophical-uses-for-llms-modeling-philosophers)  
 
Wittgenstein, L. (2000), Wittgenstein’s Nachlass: The Bergen Electronic Edition, edited by Claus Huitfeldt, Oxford, Oxford 
University Press.  
  



 

 152 

Nasrin Mostofian, Anna Foka 
Uppsala University, Sweden 

The use and usefulness of AI in CHIs 
 
Wednesday, 05/Mar/2025 4:40pm - 5:00pm 
ID: 129 / Session SP 01: 3 
Short paper (abstract) | 15-minute presentation with a 5-minute Q&A 
Keywords: Cultural Heritage Institutions, Classification, AI models, Bias, Diversity 
 
According to Heritage Fund UK, “Heritage organisations are using Artificial Intelligence (AI) in three key areas of their work: 
heritage and collections management, use and research; visitor experience; and, business operations and management” 
(Heritage Fund, n.d.). From reconstructing and restoring masterpieces and paintings, to detecting archaeological sites, AI has 
proven to be beneficial in CHIs (Europarl briefing, 2023). The opportunities and challenges that the use of AI and Machine 
Learning (ML) creates for the curation and classification of collections in Cultural Heritage Institutions (CHIs) has been the topic 
of interest for various research studies in the past years (see for instance Tzouganatou, 2018; Murphy & Villaespesa, 2020; Foka 
et al. 2022; Foka et al. 2023). Therefore, aforementioned research shows that from a technical point of view, there is good 
potential for the application of pioneering technologies such as AI and ML in the heritage sector. On the other hand, from a social, 
cultural, and political perspective, there is a considerable risk of transferring existing bias when these technologies are applied; 
therefore leading to social inequalities. Significant work remains to establish a symbiotic relationship between AI techniques and 
CHIs. Ideally, this symbiosis will enable the harnessing of these technologies to facilitate and promote the curation of cultural 
heritage collections, aligning with the values of an increasingly diverse, equitable, and inclusive global society. 
This paper’s objective is to address the issue of bias within CHIs and to explore the potential applications of AI across various 
sectors of CHIs for the classification and curation of collections. We focus on diversity and inclusion from the lens of gender and 
ethnicity. Given the complexity of diversity issues in CHIs and the nascent state of AI usage in these institutions, a theoretical 
framework is needed to guide the application of AI in CHIs. 
The current practices of AI in various CHIs worldwide provide strong evidence that the future of CHIs will benefit from this 
technology in multiple ways, not least in supporting a faster curation of collections by automating processes such as classification, 
categorisation, metadata etc. In this paper we begin by introducing emerging technologies, such as AI models, as not fully 
understood into the task of classification. We argue that this process introduces complexity which is further compounded when, 
in the context of power dynamics; the question of who determines the criteria for classification intersects with the question of 
who decides what data are used to train these AI models. Finally, we advocate that it is imperative to develop a theoretical and 
empirical framework for the application of AI in meaningful ways that guide CHIs towards an equitable classification system and 
promote diversity as inclusion, both now and in the future. Our methodology draws on relevant cultural theories such as feminist 
studies, decolonisation, intersectionality and critical cultural theories, and suggests a corrective approach for the implementation 
of AI-based tools in CHIs based on these theories. Cultural theories like feminist studies and decolonization are increasingly 
integrated into AI and heritage collection research. Scholars argue that bias is inherent in cultural heritage collections and can 
be amplified by AI pipelines. Researchers are exploring how to critically apply AI to label and interpret archival material, aiming 
to make cultural heritage more inclusive and representative of diverse perspectives. This involves addressing issues of digital 
cultural colonialism, gender bias, and power structures in heritage discourses. The goal is to implement bias mitigation 
techniques throughout the process, from collection to curation, to support meaningful curation, embrace diversity, and cater to 
future heritage audiences (see for instance Smyth et al., 2021; Foka & Griffin, 2024). 
In addition to studying pertinent theories and applying them in our research, we refer to some finds from semi-structured 
interviews with curators in CHIs across Sweden to gain a deeper understanding of the status of AI in this field. The results of 
these interviews reveal that in spite of the will for the application of AI in CHIs in practice AI and ML are not being practiced in 
these institutions. During the courses of interviews most interlocutors express their will for using AI on a personal level, and 
mention factors such as the lack of clear guidelines that clarify dos and don’ts, education, and budget as some of the obstacles 
to using AI at their institutions. 
To conclude, we propose an approach towards the productive implication of AI in CHIs and suggest, among other things, a 
Human-in-the loop approach. This approach relies on the fact that AI applications are not inherently destined to perpetuate 
existing bias. Rather, as a product of human intelligence, they reflect the data they are trained on. We argue that timely 
intervention and the involvement of a diverse human approach in supervising AI techniques can potentially enrich collections in 
CHIs and raise awareness of inclusion issues that have been overlooked for decades. 
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Introduction. This paper explores the application of the Self-Organizing Map (SOM) algorithm to analyse large-scale textual 
data through the lens of the PERMA-H well-being framework. SOM, an unsupervised machine learning method known for 
clustering and visualizing high-dimensional data, offers a powerful approach to uncovering latent structures in unstructured text 
corpora (Kohonen et al., 2000; Lagus et al., 2004). In this study, we seek to understand “how do the six components of well-
being manifest in forum discussions, and what patterns emerge when these components are clustered using SOM”. For 
this purpose, we apply SOM to user-generated content from Suomi24, one of Finland's largest online discussion platforms, with 
posts dating back to 2001 (Lagus et al., 2016). Our analysis focuses on how well-being is expressed in Finnish language forums 
using the multidimensional PERMA-H model, which includes Positive Emotion, Engagement, Relationships, Meaning, 
Accomplishment (cf. e.g. Donaldson et al., 2022) and a later addition, Health (Norrish et al., 2013). 
Building on the work of Honkela et al. (2014), we extend sentiment analysis beyond traditional one-dimensional approaches by 
integrating a hybrid methodology that combines SOM with the PERMA-H framework. Our approach allows for identifying complex 
emotional and psychological patterns in written texts while also addressing the linguistic challenges of the Finnish language. 
Through this novel combination of methodologies, the study reveals how well-being is articulated, shared, and transformed in 
public discourse over time, offering new insights into the role of online communities in reflecting societal well-being. 
Corpus. To achieve this, we obtained the Suomi24 online discussion forum corpus from Kielipankki (Suomi24 corpus 2001–
2020). The corpus contains 21 subforums on the main level, including Suhteet (Relationships), Talous (Economy), and Ajanviete 
(Leisure). It divides hierarchically into further levels of subforums and eventually discussion threads, where posts are followed 
by comments to them. Along with texts of the posts, the corpus provides metadata such as authorship (anonymous or registered 
username), post date and time, complemented with linguistic features like lemmatized words, part-of-speech tagging, and 
sentiment analysis. 
Methodology. The overall approach outlined here can be characterized as a theory-driven dictionary-based text analysis 
method. We first defined a PERMA-H dictionary for Finnish as follows: For each of the 6 PERMA dimensions, ChatGPT was 
carefully prompted to provide a hundred Finnish words that express the meaning of that PERMA-H component. Next a Finnish 
PERMA expert filtered and refined these lists, arriving at 100 lemmas that describe each of the wellbeing components. These 
6x100 words make up of our PERMA-H dictionary. 
Data encoding. In applying the PERMA-H we decided to treat a subforum’s discussion in a particular year as “one document” 
from that subforum, resulting in 420 documents (20 years x 21 subforums). Next, for each subforum and for each PERMA-H 
component we calculated a score representing how prevalent that wellbeing quality was for that subforum. This was calculated 
by counting the number of times that a word (lemma) belonging to the dictionary entry for that component was encountered in 
the subforum, divided by the total number of word tokens within that same subforum. The resulting number we call “perma 
indicator” for that component, for that subforum. 
SOM. Next, these six indicators per each subforum were given as input for the Self-Organizing Map (SOM) analysis. The SOM 
algorithm was applied using the "kohonen” package in R, with a hexagonal grid of 5x4 neurons. The SOM was trained for over 
25,000 iterations with a decaying learning rate (from 0.05 to 0.01), and with default parameters for the neighbourhood function. 
The resulting SOM can now be examined to find out both general trends and specific anomalies in wellbeing expression across 
different subforums and time periods. 
To examine possible clustering structure among the subforums, we used the U-Matrix visualization, reflecting how the wellbeing 
expression changes when moving from a map region to a nearby region. Component planes were also generated to visualize 
the how individual PERMA-H component changes across the SOM grid, helping us identify which wellbeing dimensions were 
prominent in certain forums.  
Results and analysis. The results of the preliminary analysis reveal dependencies between the PERMA-H wellbeing 
dimensions, that characterize the subforums. For example, the forum Ajanviete (Leisure) consistently scored high in positive 
emotions, as well as exhibited high engagement levels, shedding light on the importance of leisure activities on one's wellbeing. 
Similarly, Matkailu (Travel) was prominent across multiple dimensions, particularly positive emotion and meaning, suggesting 
that travel-related discussions provide users with happiness and a sense of purpose. This intersectionality was evident in the 
component planes of the SOM, indicating the multi-faceted nature of wellbeing. The forum Talous (Economy) also provided 
insights into the importance of public discourse in reflecting the wellbeing of societies at large. The fluctuation in the positive 
emotion and accomplishment scores within Talous (Economy) aligns with real-world economic events, such as the decline 
leading up to the 2008 financial crisis, demonstrating how digital forums mirror public sentiment and their importance in gauging 
societal challenges early and ensuring collective wellbeing.  
Discussion. A key takeaway of this experiment is that the Self-Organizing Map (SOM) proves to be an effective model for 
interpreting multidimensional data, such as wellbeing components within forum discussions. By organizing complex, high-
dimensional data into a visual grid, SOM allows for clear identification of patterns that can help in uncovering trends and 
relationships that may not be immediately visible through traditional analysis.  
We consider this work as a step forward in understanding ‘wellbeing informatics’, a concept which was suggested in (Lagus et 
al., 2012) where the SOM was utilized to obtain a visualization of wellbeing states from a heterogeneous set of wellbeing-related 
measurements. 
The development of the PERMA-H dictionary as well as its operationalization to measuring discussions opens a way towards 
further applications and wellbeing analyses from different corpora, hopefully leading to a more nuanced and multifaceted 
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understanding of qualities of conversations as well as their evolution over time. This research provides substantial implications 
for future studies in social science, text mining, and wellbeing theory.  
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This paper examines the use of Artificial Intelligence (AI) in Open and Distance Learning (ODL) institutions, discussing the 
opportunities and challenges it presents, as well as strategies for effective implementation in the future. AI has the potential to 
offer personalized learning experiences, increase engagement, and streamline administrative processes in education. However, 
it also brings concerns related to data privacy, bias, and the need for substantial infrastructure investments. The purposive 
sampling technique selected 5 faculty members from different universities. A semi-structured interview guide was developed to 
get data from the participants. Data was analyzed thematically by facilitation of NVivo 14. It aims to provide a comprehensive 
overview of AI's current state in ODL, explore the implications of its adoption, and suggest actionable steps for institutions to 
address these challenges. The study concluded. AI can provide and enhance academic and management skills of open distance 
learning. 
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The largest Estonian exile newspapers, published in Sweden, Canada, USA, Australia, and Germany, had been digitised by 
2010 (Valmas, 2017). The earliness of this digitisation indicates the cultural significance of the material, as exile newspapers 
were important contributors to Estonian culture and politics during the Cold War period. However, over the past 15 years, 
digitisation, OCR, and segmentation tools have evolved rapidly. A contradictory situation has emerged: while these culturally 
significant newspapers were prioritised for early digitisation, their OCR quality is now significantly worse than that of more recently 
digitised materials. This leads to an unintended digital inequality, where researchers often prefer to use higher-quality digital 
sources, neglecting older yet culturally important material that has become less accessible due to poor OCR accuracy. The 
imbalance in the usability of digitised materials can cause research biases. 
Memory institutions usually allocate resources to digitising materials that have not yet been digitised, rather than revisiting past 
digitisation projects. Thus, if digital humanities scholars still wish to study the material, which has been digitised some time ago, 
they inevitably face the question of whether they can rely on their research results. For researchers, the metadata of the 
digitisation process, including the date of digitisation and the average OCR accuracy, would be extremely helpful. As the 
documentation is often incomplete, especially in the case of earlier digitisation projects, it is difficult to assess or improve the 
reliability of the data. 
OCR and segmentation errors are not new issues in the field of digital humanities, particularly in the study of historical 
newspapers. Oberbichler et al. (2021) conclude that materials digitised before the late 2010s often have insufficient OCR and 
segmentation quality, and the situation is further complicated by the lack of information about the digitisation process. According 
to Torget (2023), OCR accuracy is a key factor in assessing the usability of digitised newspapers. Several digital humanities 
projects have used historical newspapers as data, including NewsEye (newseye.eu, n.d.), which has also contributed to the re-
OCRing of historical materials (Oberbichler et al., 2021). 
In the process of improving the OCR quality, three types of OCR errors can be examined. First, the problems with OCR text can 
be caused by poor source material, for example, if the original newspaper text has faded, it becomes impossible to identify the 
text accurately. In these cases, re-digitising the higher-quality originals is often the only solution. Second, even when the source 
material is in good condition, illegible text can be caused by an outdated OCR model. This issue could be resolved by applying 
more reliable OCR tool to the same digital images. Third, even accurate OCR models can produce minor errors such as 
incorrectly identified characters. These can be corrected through OCR post-correction. 
The presentation will explore potential approaches to compensate for missing metadata as well as how to improve the OCR that 
could be corrected with digital tools. In terms of OCR tools, this presentation will highlight the possibilities of the Transkribus 
platform in the case study focusing on Estonian exile newspapers published in Sweden in August 1991. In Transkribus, the 
NLF_Newseye_GT_FI_M2+ model was used, which was developed by the National Library of Finland during the Newseye 
project. This was further trained on Estonian-language material from the exile newspapers. With OCR post-correction, the 
potential of other tools, including artificial intelligence-based methods, will be explored. The preliminary results show that the use 
of such methods enhances the quality of newspaper metadata and OCR. However, for newspapers with complex layouts, 
improved OCR quality alone is not sufficient if there are many article segmentation errors. Thus, improved OCR does not 
guarantee improved text quality. 
Digital humanities scholars have a vital role in improving the quality and usability of digitised sources. By utilising digital 
humanities tools and methods, they can help bridge the gap between older digitisation efforts and modern research needs. The 
impact of the research increases when its results are communicated back to GLAM institutions, where workflows can be adjusted 
to enhance the quality of digitised materials, which also benefits regular users by improving the functionality of digital archives. 
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"Dictionary of the Latvian Language" (Latviešu valodas vārdnīca) is a unique general scientific dictionary of the Latvian language, 
which was started in the 1880s by Kārlis Mīlenbahs (Mühlenbach), then edited, supplemented and completed by J.Endzelīns 
and E.Hauzenberga-Šturma (Kļaviņa 2023). It is both an explanatory and a translation dictionary with features of an etymology 
and synonym dictionary (Nešpore et al. 2006). In 1994, the digitization of the dictionary (Mīlenbachs 1923–1932) and its 
additional volumes (Endzelīns, Hauzenberga 1934–1946) was started at the IMCS, University of Latvia; in 2002, the electronic 
version of the dictionary (MEV) was published. It contains 132,718 entries. 
In order to make the dictionary more accessible, in 2024, MEV was modernized and integrated with the Tēzaurs.lv platform 
(Grasmanis et al. 2023; https://mev.tezaurs.lv/). 
The enhanced version provides several new and improved features: 

• cross-dictionary search, both from MEV to other Tēzaurs dictionaries, and vice versa. On the MEV side, search 
works both on the original and the modern transcription of the entry words. In the opposite direction, the search 
function looks for entry words in modern transcription, and displays the original transcription; 

• lexical neighborhood of the entry word; 

• intra-dictionary cross-linking between entries, although limited by the pure presentational nature of the data 
markup; 

• all entries for one entry word are shown together, ordered by homonym number, then main volumes before 
the additional volumes; 

• links from entry to its facsimile page(s); 

• improved appearance; 

• previously missing materials (foreword, afterword, etc.); 

• all diacritical marks have been converted to consistent Unicode symbols. 
The markup files have been automatically checked for violations of markup syntax and structure, unrecognized markup tags, 
etc. Additionally, inconsistencies between the order of entries in the markup and the lexical order of entry words has been used 
as a criteria. All automated checks were followed by manual verification against the facsimile pages. Another source for 
verification was a manually created list of entry words, absent or undetectable (misspelled) in the electronic version. 
Due to the dictionary’s wide use of various languages, alphabets and additional diacritical marks (data of ~50 languages 
mentioned), MEV digitalization was an extreme challenge for OCR solutions of the early 2000s leading to a significant amount 
of OCR errors. 
These automatic and manual verifications and corrections resulted in more than 23 thousand changes in the markup files. 
During verification we detected entries with more than one entry word. In the old version, these additional entry words were 
ignored, or, in some cases, the whole entry was duplicated for each entry word. In the enhanced version, an additional lexeme 
has been added to the entry as a separate data element, duplicated entries were removed. 
User feedback shows that the dictionary has become much more accessible. Cross-linking with the popular dictionary Tēzaurs 
has brought many new users. The large amount of fixed markup errors greatly improves the quality of the digitized dictionary. 
Further steps include a transfer from presentational to semantic markup. However, this will be a challenge due to imprecise 
structures in the original and the remaining markup errors. 
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A central building block for historical research is historical events, that is, dynamic objects displaced in time. Despite their 
importance, we see a disconnect between theoretical work and empirical studies of events [1]. This is exemplified by what we 
will refer to as the Euclidean Error in historical reconstructions. While historians generally agree that historical events are complex 
and non-linear in theory, empirical research is ripe with approaches that, due to data sparsity or inadequate formalization, 
describe history as consisting of singular dates, `event change points' that are connected by uneventful lines, static `event states' 
with low sensitivity to temporal variation, and, consequently, an overly reductive reconstruction of historical events. To counter 
this approach, we propose an alternative formal framework that offers an information-theoretical approach to historical event 
detection and description in noisy and complex sociocultural data. The framework is based on a fundamental theorem of chaos 
theory, the embedding theorem [2,3,4], which allows us to approximate the dynamics of a large-scale social system. Rather than 
measuring cultural expressions through, for instance, word counts over time, we approach culture as a complex system with a 
multitude of states, which switch between attractors, i.e., a value or set of values toward which variables in a dynamical system 
tend to evolve. Some of these attractors may be associated with the dynamics of cultural information and captured in low-
dimensional indicator variables [5,6]. In our case studies, these indicator variables are expressed through the amount of surprise 
encoded in the textual content of news media. By this, we mean how much of the information at one point in time can be expected 
given an earlier time point. If the data is almost the same, there is a low level surprise; if it is radically different, the surprise 
increases. The framework is fundamentally data agnostic and will apply to any dense and low-rank embedding of the data 
objects, e.g., text, sound, or image, with some minor modifications. Importantly, our approach to events is psychological, i.e., we 
study how humans organize and understand events rather than attempt to formalize an event ontology [7]. The talk describes 
two techniques for detecting and describing changes between event states. However, the specific choice of models and 
algorithms is secondary to the main argument, namely that digital historical research has to pay more attention to complexities 
involved with change and events. 
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A Network of Places: Open Linked (Building) Data as Research Infrastructure is a collaborative research and development 
project which aims to connect museum and archival collections using linked open data practices, initially looking at data related 
to the geographical areas Stockholm and Sápmi. The project is led by ArkDes (the Swedish Centre for Architecture and Design) 
and involves Nationalmuseum (the National Museum of Fine Arts), Tekniska museet (the National Museum of Science and 
Technology), the Swedish National Heritage Board's archive, and Wikimedia Sverige.  
The challenge many cultural heritage institutions face today is the vast amount of data stored in their databases. Often this 
information remains inaccessible by the public and stored in closed systems. The lack of access to collection materials for 
researchers, the public and other cultural heritage institutions, also makes it difficult to analyze potential overlapping that occurs 
across collections. Therefore, the aim of the project is to demonstrate how museums and cultural heritage institutions alike can 
make their data more accessible to the public, and by doing so show the relevance of cultural heritage data by giving it further 
context.  
ArkDes houses one of the world's largest architectural collections, featuring photographs, architectural drawings, models, and 
documents. This invaluable resource reflects the development of Swedish society through architectural material. In contrast, 
Nationalmuseum boasts a diverse array of collections that include not only architectural materials but also a rich variety of 
artworks, such as paintings, sculptures, and decorative arts. Tekniska museet has collections related to technology and 
development. Their collections focus on technological advancements and explore the theme of societal development, which ties 
in with the goals of this project. By enhancing existing data with geographical metadata, it would be possible to gain insights into 
the technological evolution of specific locations over time.  
The Swedish National Heritage Board is Sweden’s central administrative agency in cultural heritage. Their archive houses 
records, drawings, photographs, and other documents related to archaeology, ancient relics, churches and other buildings, and 
cultural environments. The oldest documents in the archive date back to the 17th century. In addition to the physical archive, 
there is also a digital one based on the OAIS model. A very important part of the archive is the topographical series, in which the 
documents are organized according to their geographical location, which makes it possible to track what has happened at a 
specific location over time. Wikimedia Sverige, the Swedish chapter of the Wikimedia movement, has extensive experience 
supporting cultural heritage organizations in their work with free knowledge, including research projects of this kind being 
conducted through the Wikimedia platforms, including Wikidata. Wikidata has, prior to this project, been deployed as a central 
authority hub for cultural heritage data. Wikimedia Sverige provides a user’s perspective outside of the cultural heritage field. An 
example that illustrates this type of research is the three-year-long research and development project Usable Authorities for 
Data-driven Cultural Heritage Research. Whereas the current project focuses on building data and geographical metadata for 
linked open data practices, the prior project mainly focused on authoritative person data and utilized Wikidata as a platform for 
publishing and linking their cultural heritage data (Fagerving, 2023).  
In this project, A Network of Places: Open Linked (Building) Data as Research Infrastructure, the foci lie in publishing 
geographical information as linked open data and demonstrating how such a method can be established as a commonly known 
practice within the cultural heritage sector – while establishing it as authority data. The core idea of applying linked open data 
methods, in this context, is to make cultural heritage more accessible, usable and easier to analyze. Imagine a researcher 
investigating a specific topic. Instead of having to consult various sources, all the information is collected in the same place – 
with additional linkages to related materials found in museum collections. It is reasonable to assume that there is some 
overlapping in the collected materials from each cultural heritage institution related to geographic information.  
For example, while there is known overlap concerning the geographic area of Sweden, the vastness of the area makes detailed 
analysis challenging. Narrowing it down to a specific area or coordinate location would allow for more focused analysis of overlaps 
in materials, such as those related to a particular building and its geospatial data. Cultural heritage institutions today face the 
challenge of managing vast amounts of data stored in closed databases, making this information often inaccessible to the public. 
This lack of access hinders researchers, the public, and other institutions from analyzing potential overlaps across collections.  
Having 100 objects from four institutions related to a specific city provides valuable insights. By linking 30 of these objects to the 
same location or building, we unlock new research opportunities. Utilizing linked open data allows us to show how a building 
connects to its municipality and country, ensuring the relevance of these objects. This approach helps us identify the 30 objects 
specifically associated with a particular building while also considering a broader collection across Sweden, thereby enhancing 
our understanding of their significance.  
The workshop  
The workshop will focus on the methods employed by the research group for identifying and enriching collection data with 
Wikidata. Participants will learn how to utilize the open-source tool OpenRefine to enhance their own collection data and actively 
contribute to improving existing data on Wikidata. This can be achieved by uploading external identifiers that link to their 
collections or by updating current metadata on the platform.  
The target group for the workshop is mainly those who work with cultural heritage data. However, OpenRefine is a powerful tool 
that can be applied in a multitude of ways for data clean-up and analysis. The workshop can also be helpful for those who have 
previously worked with platforms such as Wikipedia and Wikidata and who want to hone their skills in the field. Participants do 
not have to have any prior experience with Wikidata, Wikipedia or OpenRefine, but a basic understanding of data management.  
The workshop will be structured into two parts.  

1. In the first part of the workshop participants will be informed about the on-going research project, useful 
terminology in linked open data practices and how to use Wikidata as a hub for linking and enriching data.  

1. The second part of the workshop will be practical. Participants will get the opportunity to either bring their 
own data to clean, analyze and match to Wikidata through OpenRefine or use a test dataset provided by 
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the research team (this alternative is more suitable for beginners). The expected outcome of the practical 
part of the workshop is for participants to gain new insights into their own data and how linked open data 
can be applied to accomplish this. They will also gain an understanding of the Wikimedia open knowledge 
ecosystem.  

The expected outcome from attending the workshop will be:  

• A basic understanding on how to perform data analysis through OpenRefine.  

• How to match collection metadata to Wikidata through OpenRefine.  

• How to enrich your own data and metadata with Wikidata.  

• How to upload and edit data to Wikidata through OpenRefine.  

• An understanding of how to link data to Wikidata by using external identifiers.  

• An understanding of the Wikimedia open knowledge ecosystem.  
To-do before the workshop:  

• Bring a laptop. You’ll need a laptop to participate in the hands-on activities.  

• Register a Wikimedia user account. If you don’t have an account yet, please take a few minutes before the 
workshop to sign up. This will give you access to all the tools and resources we’ll be using.  

• Download OpenRefine (optional). To enhance your understanding of the tool, feel free to download 
OpenRefine ahead of time. It’s a powerful data management tool that we’ll be working with during the 
workshop. We’ll also present an alternative way of using it on a cloud platform, which does not require you to 
install anything locally.  

• Bring your own data (optional). If you have specific data you’d like to work on, please bring it along! This 
can make the exercises more relevant and tailored to your needs.  
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Visible Speech (VISP) is a web-based research infrastructure at Humlab, Umeå University, designed to handle audio recordings 
of speech in compliance with the national implementation of GDPR and security requirements. VISP provides a centralised 
environment for research of all disciplines in which recordings of spoken language constitute the primary material, meeting both 
researchers’ needs for efficient workflows and legislators’ demands for secure data management.  
One of VISP's primary advantages is its ability to facilitate research on audio recordings that constitute personally identifiable 
information (PII) under Swedish law. These recordings may further contain sensitive content or have been made in sensitive 
contexts, classifying them as sensitive PII under national legislation. Sensitive contents may occur in relation to, for instance, the 
ethnicity and religious beliefs of the speaker, and sensitive contexts may occur when the recording is made in a healthcare 
context or in a context where a person’s membership with a union organisation is divulged.  
The VISP platform offers a unified environment for storage, controlled access, direct work, and reproducible speech signal 
processing. It includes the most comprehensive set of speech and voice analysis procedures available within one framework 
globally. Additionally, VISP facilitates the digital archiving of projects through a uniform, documented, and transparent directory 
structure, reducing barriers to making data available in accordance with the FAIR principles. Research projects dealing with 
sensitive personal data in audio recording form require review by the Ethical Approval Authority and may subsequently take 
advantage of the VISP facilities.  
A significant feature of VISP is its integration with the Swedish Academic Identity Federation (SWAMID) which enables secure, 
federated login for researchers across Sweden. This national federated login system allows researchers to access project data 
and collaborate on material processing in ways that were previously not possible. Moreover, VISP supports projects by lowering 
the step in to digital signal processing and audio analysis of the collected audio signals. This capability allows researchers to 
perform hands-on processing and analysis without the risk of disseminating sensitive audio recordings. By leveraging SWAMID, 
VISP ensures that researchers can work seamlessly and securely on collected materials, enhancing collaborative efforts and 
data handling efficiency. By providing tools for direct manipulation and examination of audio data, VISP ensures that all stages 
of data handling, from collection to analysis, are conducted within a secure environment, thereby maintaining the integrity and 
confidentiality of sensitive information.  
The work conducted within VISP is part of SweCLARIN, the Swedish node of the European Research Infrastructure Consortium 
(ERIC) CLARIN. SweCLARIN aims to develop and provide national and European infrastructure for speech and text-based e-
science, offering extensive digitized materials and advanced language technology tools. By combining advanced technology with 
stringent security protocols and leveraging national federated login systems, VISP enables efficient and secure research on 
audio recordings of speech. This makes it an invaluable tool for researchers, facilitating unprecedented collaboration and data 
processing within the digital humanities.  
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This paper presents the results of collaborative projects in the Finnish Museum of Games and Finnish Postal Museum to 
safekeep the Finnish demoscene. The projects have focused on ‘non-traditional’ GLAM methods, such as workshops and film 
documentaries, in order to 1) enable the continuity of the demoscene culture, 2) make born-digital heritage, often perceived as 
‘difficult’ due to its ‘exclusive’ and ‘technical’ nature, more accessible to new audiences, and 3) amplify new and alternative 
perspectives in the demoscene community. 
The demoscene is a grassroots sub-culture of creative computing that sprung into existence in the late 80s and early 90s all 
around Europe. Its origins are in the networks and values surrounding software piracy and cracker counterculture of the mid-80s 
(Albert 2017; Reunanen 2014). Demos are real-time computer programs, often including graphics and music, that push the limits 
of the hardware they run on. Making demos form the core of the demoscene culture, but it is the diverse social networks and 
their shared values and skills that have become of interest to academic researchers and GLAM institutions (e.g. Nylund & 
Suvanto 2023; Albert 2020). 
Finland was the first country in the world where the demoscene was incorporated on the National List of Intangible Heritage in 
2020. This admission has made it possible to fund preservation projects in Tampere in collaboration with demoscene members. 
In the 2023 project Demoskenen uudet kasvot (“New Faces of the Demoscene”), workshops dedicated to the intergenerational 
transfer of skills related to the demoscene were organised. The Demoskene talteen (“Preserving the Demoscene”) project in 
2024 in turn produced a 30- minute video documentary tailing the experiences of three teenagers coming into contact with the 
demoscene. 
In these projects, the demoscene has been re-interpreted. As the demoscene has traditionally seen meritocratic competition as 
its core value, it has focused only on preserving the digital artefacts it produces, instead of focusing on the people, skills, values 
and experiences behind demoscene culture. The workshops and video documentary produced have highlighted how the 
community has begun conscious efforts to make the demoscene more accessible. The projects have given a voice to otherwise 
silenced minorities inside the community and the original meritocratic values of the demoscene have been reinforced by 
collaborative and emphatic approaches, which are helping to safekeep the intergenerational continuity of demoscene. These 
visions welcome collaboration with museums in building up the demoscene as sustainable form of born-digital culture. 
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The Wallenberg AI and Transformative Technologies Education Development Program (WASP-ED) addresses the critical need 
for scalable, timely education in AI and transformative technologies across Sweden. In particular, WASP-ED's Work Area 3: 
Course Development focuses on cross-sectoral and inter-university cooperation to develop AI education, with a particular 
emphasis on Python programming. Through a structured learning pathway, the initiative seeks to equip students and 
professionals with the necessary skills to harness changing technologies effectively in their fields. This effort aligns with broader 
European and global initiatives to address the increasing need for upskilling and reskilling in transformative technologies. 
In the course development package, the Centre for Digital Humanities and Social Sciences at Uppsala University (CDHU), 
together with Lund, Umeå and Luleå Universities, has developed a series of foundational Python courses. The series starts at 
the beginners' level, continues with a deeper exploration of standard and external library packages, and ends with a focus on 
code quality and object-oriented programming. In this workshop presentation, we discuss the development of the second-level 
course - Programming in Python: Standard and External Library Packages. In this regard, our presentation has three main 
objectives. First, we aim to showcase the practical administrative complexities in work carried out to ensure a smooth transition 
for students across universities and courses, highlighting the close collaboration in course content development and 
administrative coordination. Second, we elaborate on the development of hands-on teaching materials, including pre-recorded 
lectures, recommended readings, laboratory exercises, quizzes, and practical programming assignments. Finally, we 
demonstrate how CDHU leverages its expertise in digital humanities and social sciences to create relevant course content. In 
conclusion, we exemplify how this initiative may be used as a blueprint to highlight the power of cross-sectoral collaboration in 
technological education, bringing together digital humanities and programming to address the growing demand for technical 
competence across disciplines. By combining the strengths of multiple universities and incorporating real-world applications from 
digital humanities, we show how the program offers a unique and comprehensive learning experience. 
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This paper revisits Michael Hoey’s Lexical Priming Theory (2005) in the light of recent discussions of Large Language Models 
forms of machine learning (commonly referred to as AI) which have found a lot of publicity in the wake of tools like OpenAI’s 
ChatGPT or Google’s BARD/Gemini. Historically, theories of language faced inherent difficulties, given language's exclusive use 
by humans and the complexities involved in studying language acquisition and processing. The intersection between Hoey's 
theory and Machine Learning tools, particularly those employing Large Language Models (LLMs), has been highlighted by 
several researchers. Hoey's theory relies on the psychological concept of priming, aligning with approaches dating back to Ross 
M. Quillian's 1960s proposal for a "Teachable Language Comprehender." The theory posits that every word is primed for 
discourse based on cumulative effects, a concept mirrored in how LLMs are trained on vast corpora of text data. 
This paper tests LLM-produced samples against naturally (human-)produced material in the light of a number of language usage 
situations, investigates results from A.I. research and compares the results with how Hoey describes his theory. While LLMs can 
display a high degree of structural integrity and coherence, they still appear to fall short of meeting human-language criteria 
which include grounding and the objective to meet a communicative need. 
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After the launch of Chat-GPT in autumn 2022, a lot of research has focussed on the quality and near-naturalness which Large 
Language Model (LLM)-based tools present in the texts produced. While one area of research focussed on the similarities and 
differences between machine-produced and human-produced output (e.g. Berber Sardinha, 2024), others explored in how far 
such tools could process more complex tasks (e.g. Valmeekam, et al., 2023; Curry et al., 2024. 
While it can be assumed that Chat-GPT makes use of written-to-be-spoken training material, there has been no investigation, 
as yet that looks at in how far a Generative Pre-trained Transformer (GPT) algorithm is able to process (transcribed) natural, 
colloquial language. This research will investigate whether spoken language transcripts lead to processing difficulties; whether 
such generated language can be seen as a suitable reflection of natural speech; and whether machine produced texts offer new 
insights into the workings of language. 
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Folk songs, as carriers of cultural memory, encapsulate historical events, social norms, moral values, and emotional experiences 
within a community. Building on Jan Assmann’s (2011) theory of cultural memory, which distinguishes between “communicative 
memory” (short-term, based on personal recollections) and “cultural memory” (long-term, institutionalized through texts, rituals, 
and artifacts), this study explores how computational analysis can reveal the structures and themes that constitute the cultural 
memory encoded in folk songs. 
This research applies computational methods to analyse the thematic structures of Ukrainian and Estonian folk songs, utilizing 
latent Dirichlet allocation (LDA) topic modelling – a computational technique that identifies latent topics based on statistical word 
co-occurrence within texts. The aim is to examine how themes, motifs, and narrative structures are distributed across these two 
distinct folk traditions and to assess the feasibility of LDA for analysing both corpora. Additionally, the study seeks to enhance 
traditional folkloristic analysis by incorporating computational methods, including translation with large language models (LLMs) 
and topic modeling techniques (Blei, Ng, & Jordan 2003; Egger 2022; Griffiths & Steyvers 2004; Sarv 2020), to provide a 
comprehensive comparison of thematic structures. 
Oral tradition theory (Parry 1971; Lord 1991) emphasizes the formulaic nature of oral composition and the role of tradition in 
shaping narrative content. This theory provides a foundation for understanding how repeated phrases, motifs, or thematic 
structures aid in recall and convey cultural meanings (e.g., Foley 1988; 1991; 1995; Frog & Lamb 2022). Building on this 
theoretical background, the current study uses topic modeling to uncover recurring themes and motifs within a large corpora of 
Ukrainian and Estonian folk songs, revealing how these elements function across different cultural contexts. 
In addition, this research also aligns with the FILTER project (2020–2024), which has developed innovative computational tools 
for the analysis of complex linguistic materials, which are applicable not only to Finnic oral poetry but also to folk songs of other 
nations. 
The research addresses three primary questions: (1) What underlying themes, motifs, and narrative structures can be identified 
within Ukrainian and Estonian folk songs using topic modelling? (2) How do the thematic structures derived from computational 
analysis align with traditional folkloristic classifications? (3) How does the use of translation impact the analysis of thematic 
overlap between these two languages? 
The research is based on two main corpora: Ukrainian folk songs from the Podillia region collections (Dei 1965; Iefremova & 
Dmytrenko 2014; Myshanych 1976); and a corpus of Estonian folk songs (ERAB) maintained by the Estonian Literary Museum 
(Sarv & Oras 2020), with a focus on the songs from Järvamaa, as the dialects of this region are among the closest to the Estonian 
written language. 
The text data are subjected to LDA topic modeling to identify and analyse thematic clusters and narrative structures. The findings 
reveal distinct thematic clusters within each language’s folk songs, highlighting both shared motifs and unique cultural elements. 
To ensure consistent comparison, the study explores the possibility of translating both corpora into English using LLMs and 
analysing the translated texts for thematic overlap. This approach aims to provide deeper insights into how themes in Ukrainian 
and Estonian folk songs align or diverge, and to determine the impact of translation on thematic analysis. 
The comparative analysis of thematic structures between Ukrainian and Estonian folk songs is conducted based on the following 
criteria: 
- Thematic overlap: Identifying common themes across both languages and examining the degree of thematic overlap. 
- Cultural context: Analysing how cultural and linguistic differences influence thematic expression and motif representation in the 
songs. 
- Topical divergence: Evaluating unique themes or motifs specific to each folk tradition. 
- Semantic clusters: Comparing semantic clusters derived from topic modeling to traditional folkloristic classifications to assess 
alignment and divergence. 
- Statistical comparison: Utilizing statistical measures to quantify the similarities and differences in thematic distribution between 
the two corpora.  
By combining LDA topic modeling with the analysis of translated texts using LLMs, the study uncovers distinct thematic clusters 
within each language’s folk songs, highlighting both shared motifs and culturally specific elements. By applying topic modeling 
to Ukrainian and Estonian folk songs, the study offers a quantitative framework that enriches folkloristic research, advancing the 
integration of digital methods in folkloristics and offering new perspectives on folk song traditions. 
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Introduction 
Researching, preserving, visualizing, and analyzing heritage assets is inherently complex, requiring a multidisciplinary approach. 
A core challenge in Cultural Heritage (CH) is not only safeguarding physical structures but also effectively communicating the 
significance and values they embody. Heritage is more than landscapes, buildings, or museum sites; it comprises both tangible 
and intangible values shaped by historical processes that define collective identity. This aligns with principles like those in the 
Faro Convention, emphasizing the connection between heritage, communities, and democratic values, often fostering active 
public involvement in conservation and promotion efforts. 
Effectively conveying the multifaceted nature of CH demands rigorous research and interdisciplinary collaboration across fields 
such as IT, architecture, art history, archaeology, and engineering. By adopting structured methodologies and advanced tools, 
professionals ensure CH is studied holistically, preserving it as a living testament to cultural identity while engaging contemporary 
societies. 
Linked Data and Integrated Systems: technological advancements have transformed CH research by enhancing data acquisition 
and enabling seamless integration of multidisciplinary insights. Linked data and interoperable systems connect material, 
documentary, and contemporary datasets, offering a unified perspective on the evolution of CH over time. These systems foster 
a relational approach, addressing the fragmented nature of traditional research. 
Digital Tools and Collaboration: digital tools like Geographic Information Systems (GIS), web-based platforms, and 3D modeling 
technologies are reshaping CH workflows. Linked data systems streamline data collection, enable global collaboration, and 
support real-time information sharing. These methodologies enhance researchers’ ability to handle complex datasets, opening 
new possibilities for architectural and archaeological studies. 
Computational Methods to Bridge Gaps: one key challenge in CH research is the limited use of computational methods for 
analyzing historical records. Traditional methods often lack efficiency and integration, particularly for documentary sources. Tools 
such as Building Information Modelling (BIM), Historic Building Information Modelling (HBIM), and TEI-encoded datasets address 
these gaps by enabling systematic analysis of CH data. For example, studying the Benedictine Cassinese Congregation’s 
architectural network (15th–18th centuries) highlights how reforms initiated in 1418 influenced the circulation of ideas, models, 
and practices within the Cassinese network. Using linked systems, this research enhances understanding of these monasteries 
as interconnected nodes rather than isolated sites. 
Data Visualization in CH Research: data visualization plays a vital role in representing the spatial, temporal, and relational 
dimensions of CH. Advanced visualization techniques uncover patterns and relationships in datasets, facilitating deeper insights. 
Influential works, such as Edward Tufte’s The Visual Display of Quantitative Information, and Digital Humanities scholars like 
Matthew K. Gold and Lauren F. Klein, underscore the importance of visualization in bridging computational methods and 
humanistic inquiry. Intuitive visual tools allow for the exploration of archives, maps, and museum collections, enriching CH 
research and engagement. 
3D Modeling and Immersive Technologies: 3D modeling and virtual reconstructions are crucial for studying CH, providing 
immersive experiences that deepen understanding of historical spaces and urban design. Projects such as Rome Reborn, which 
digitally reconstructs ancient Rome, demonstrate how 3D technologies bridge past and present. Similarly, Jeffrey Schnapp’s 
work at the Stanford Humanities Lab highlights the importance of reconstructing spatial and temporal dimensions in CH research. 
By combining linked data with immersive tools, these technologies make heritage more accessible and engaging for both 
scholars and the public. 
Challenges and Emerging Directions 
This panel aims to present three contributions from three different backgrounds, where stakeholders and researchers joined their 
forces address their specific goals. These studies illustrate how digital tools can transform the analysis of CH, enabling more 
thorough examinations of documentary and material sources. These examples highlight the power of digital strategies, 
methodologies and technologies to integrate diverse data sets, offering a more nuanced, comprehensive and multi-layered view 
of historical cultural heritage. 
However, these case studies also face challenges related to data visualisation and analysis, particularly concerning the 
interpretation of information gathered from architectural and archaeological sources. As digital tools become more sophisticated, 
the challenge of presenting complex data in a way that is both accurate and accessible becomes increasingly important. The 
integration of new visualisation methods must balance technical precision with the need for clarity, ensuring that insights gained 
from digital models are effectively communicated to a wide range of audiences. 
Data-Driven Heritage: Visualizing and Analysing the Architectural Heritage of the Benedictine Cassinese Congregation by Ilaria 
Papa, University of Turin 
This paper focuses on the integration of Digital Humanities (DH) with computational methods to explore monastic architecture 
and historical documentation. This study is part of Ilaria Papa’s PhD research, which examines the architectural heritage of the 
Benedictine Cassinese Congregation between the 15th and 18th centuries. It aligns with the PRIN CoenoBIuM project, applying 
BIM (Building Information Modelling) and HBIM (Historic Building Information Modelling) for digital and spatial analysis, and 
specifically seek to develop new strategies for the digital transition in historical-architectural research and for studying monastic 
architecture. 
The research addresses a significant gap in the use of computational methods for analysing documentary sources related to 
architectural history. While BIM and HBIM have revolutionised how architectural heritage is digitally represented, the 
interpretation of historical documents remains largely dependent on traditional methods. This reliance often leads to inefficiencies 
and fragmentation in comparative studies, which require the ability to analyse complex interconnections between multiple sites. 
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By focusing on the Cassinese Congregation, the study examines how the Benedictine Order’s reform initiated by Ludovico Barbo 
in 1418 led to the constitution of a real network of monasteries and produced tangible effects on the material aspects of the 
architecturesDespite this interconnectedness, traditional studies have often focused on individual sites rather than the broader 
cultural network. The project aims to fill this gap by examining the circulation of ideas, models, and practices within the Cassinese 
cultural network, utilizing TEI-encoded transcriptions of General Chapter reports as digital datasets. This is further supported by 
Edition Visualization Technology (EVT) and a relational database model for analysing metadata. 
Textual Data Structured According to TEI Guidelines for Analysis and Visualization in Multidisciplinary Projects by Chantal 
Pivetta, University of Lund. 
The digitization and structured analysis of historical-documentary sources are vital to advancing Cultural Heritage (CH) research. 
These processes provide unprecedented access to textual data, supporting complex relational analyses of interconnected 
corpora. This contribution presents a workflow and two specialized tools for managing textual data in CH projects, focusing on 
transcription, encoding, visualization, and analysis using Text Encoding Initiative (TEI) guidelines. 
The workflow consists of two interconnected phases, with this presentation focusing on the first: 

1. Semantic Annotation and Encoding: Documentary sources are collaboratively transcribed and encoded 
using TEI guidelines within a shared, user-friendly environment. Encoded data is stored in a relational 
database, enabling systematic organization and query-based retrieval. 

2. Complex Data Analysis and Integration: Structured data supports advanced relational and geospatial 
analyses, linking textual data to external platforms like mapping tools. 

Tools Supporting the Workflow: 
Digital Philology for Dummies (DPhD): This user-friendly software simplifies TEI encoding, especially for participants with 
minimal XML/TEI experience. It provides: 

• A shared workspace for consistent workflows and automated generation of shared lists and @xml:id values. 
• Flexibility for transcribers with varying expertise, allowing tailored contributions. 

Textual data encoded through this process can be analyzed using the integrated relational database and visualized with EVT. 
Edition Visualization Technology (EVT): An open-source platform for visualizing XML/TEI-encoded texts. EVT’s synoptic 
interface enables comparative and relational analysis, revealing insights into CH networks such as monastery studies. It 
facilitates navigation of encoded data and links textual information to external datasets. 
Key Contributions 
This case study highlights the value of TEI encoding and integrated tools in CH research by: 

• Promoting data interoperability for seamless reuse. 
• Supporting collaborative workflows for multidisciplinary teams. 
• Enabling advanced relational and geospatial analysis. 

By enhancing accessibility and engagement with historical data, the project sets a benchmark for interdisciplinary CH 
methodologies and advances the principles of open science. 
Why Establishing a Data-Sharing Environment in Multidisciplinary Research Projects by Renato Caenaro, CEO of SilentWave 
SRLS. 
The relational database serves as the technical backbone and core of the project mentioned in the first contribution, enabling 
seamless interoperability between diverse datasets, programming languages, and digital tools. It is designed to handle the 
complex requirements of cross-disciplinary research by supporting structured and semi-structured data workflows. 
A semi-structured data-sharing environment is integral to this setup, providing researchers with a framework to follow clear 
guidelines and utilize tools for collecting and organizing data from multiple sources right from the start. 
This environment ensures: 

• Data consistency through uniform entry protocols, 
• Alignment of team efforts by standardizing input workflows, and 
• Simplified aggregation of shared insights, regardless of the contributors' disciplinary backgrounds. 

Key Technical Features: 
1. Automated Relationship Generation 

The environment supports the semi-automatic generation of relationships between datasets. This is 
achieved through predefined rules and dynamic linking facilitated by the database schema, enabling 
researchers to conduct cross-domain queries efficiently. 

2. Integration with Open Data Standards 
The database adheres to openData and openAccess principles by enabling seamless publication of data 
using structured openAPIs. These APIs ensure that: 

• Data can be exported as complete database dumps for full-scale analysis. 
• Data can also be accessed as interconnected and linked datasets, enhancing interoperability with external 

systems. 
Scalable Querying and Relationship Management 
Advanced query optimization within the relational database supports complex interactions between datasets, allowing for 
efficient navigation of multidimensional relationships. The system facilitates bidirectional linking between textual, geospatial, 
and architectural data, creating a robust platform for advanced analytical workflows. 
Benefits in Practice 
This technical setup enables: 

• Simplified data collection: Uniform rules streamline the input process, reducing errors and improving efficiency. 
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• Collaborative data sharing: A shared, multimodal environment allows researchers from different disciplines to 
contribute seamlessly. 

• Automated linkage: Relationships between diverse datasets are generated programmatically, drastically 
reducing the manual workload. 

• Cross-domain querying: Researchers can perform advanced searches and analyses across textual, 
geographical, and architectural data. 

• Early-stage data publication: With APIs and open data principles integrated into the workflow, datasets are 
prepared for immediate publication and external use. 

By incorporating these features, the relational database ensures a scalable, transparent, and interoperable solution for managing 
the complexities of this multidisciplinary research project (and potentially others). This approach not only simplifies collaboration 
across diverse teams but also aligns with the highest technical standards for open data and linked data interoperability. 
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Create and Showcase Your Digital Critical Edition: A Step-by-Step Guide with Digital Philology for 
Dummies (DPhD) and Edition Visualization Technology (EVT) 
 
ID: 186  
Full-day conference-themed workshop 
Keywords: XML TEI coding, authoring editor, digital scholarly editions, editions visualization technology, coding and 
transcribing texts 
Introduction of the workshop topic/idea and its importance: 
Digital Scholarly Editions (DSEs) are essential for the preservation and accessibility of cultural heritage, providing global access 
to rare and historically significant texts. They support advanced research by offering searchable, annotated, and – in some cases 
– interlinked texts that clearly represent textual variations and editorial decisions. By integrating digital humanities tools, DSEs 
enable new methods of analysis and encourage interdisciplinary collaboration. Their interactive features and – when available – 
high-resolution images of original manuscripts make complex materials more engaging and useful for both research and 
teaching. As a result, DSEs ensure that historical and literary works remain accessible, transparent, and relevant in the digital 
era. 
This workshop highlights the importance of encoding manuscripts and visualizing them using specialized digital tools. This 
process is crucial for preserving, analyzing, and making complex textual data more accessible. Encoding captures detailed 
information about a manuscript’s variations, structure, and materiality in a machine-readable format, improving searchability and 
enabling advanced analysis. Visualization tools then transform this encoded data into an interactive platform, allowing users to 
explore patterns, conduct comparative analyses, and understand editorial decisions. This approach enhances both scholarly 
research and public engagement, offering new ways to study and appreciate cultural and historical texts. 
The workshop guides participants through the complete process of creating a Digital Scholarly Edition, focusing on two main 
phases with integrated software tools that simplify the workflow. In the first phase, participants will transcribe and encode 
manuscripts or printed texts using DPhD (Digital Philology for Dummies). The second phase involves visualizing the completed 
edition with Edition Visualization Technology (EVT). This hands-on approach allows participants to work directly with digital tools 
and materials, resulting in a practical project they can use as a foundation for their own research. By the end of the workshop, 
participants will have developed a digital edition that can be further refined and expanded according to their research needs. 
The software that will be used: 
Digital Philology for Dummies (DPhD) is a user-friendly software designed to facilitate the transcription and encoding of texts, 
regardless of their nature or language. It speeds up the process for experienced users while allowing beginners to focus on their 
humanistic research objectives without needing to worry—at least initially—about more technical or technological aspects. 
Edition Visualization Technology (EVT) plays a crucial role in the visualization of Digital Scholarly Editions (DSEs), offering 
specialized tools for presenting and analyzing complex textual data. EVT enhances accessibility through a user-friendly interface, 
enabling users to navigate layered information and compare textual variants effectively. By integrating high-quality images with 
textual transcriptions, EVT allows for a richer understanding of manuscripts, preserving the original context and materiality of 
texts. It also promotes transparency in editorial practices, providing insights into the decision-making process behind 
transcriptions and annotations. The interactivity of EVT supports deeper engagement in both academic research and educational 
settings, while fostering collaboration and community participation. 
Target audience: 
The target audience includes anyone interested in digital scholarly editions or in the transcription of texts in XML/TEI format as 
well as their visualization and navigability. Beginners eager to learn are welcome, as are experts who can benefit from the more 
advanced and new features of the tools presented. 
Expected outcomes: 
Participants in this workshop will gain practical skills in transcribing, encoding, and visualizing digital texts using Digital Philology 
for Dummies (DPhD) and Edition Visualization Technology (EVT). They will complete a prototype digital edition that can serve 
as a foundation for future projects and acquire a holistic understanding of the Digital sScholarly Edition (DSE) workflow. 
In detail: 

• Learn how to transcribe and encode texts, including manuscripts or printed materials, using Digital Philology 
for Dummies (DPhD). This skill is essential for creating accurate digital editions that retain the textual and 
structural nuances of original documents. 

• Familiarity with TEI Standards: Gain a foundational understanding of the Text Encoding Initiative (TEI) 
standards, which are widely used in digital humanities for encoding textual features. This knowledge will be 
valuable for future digital editing projects. 

• Mastery of Edition Visualization Technology (EVT): Become proficient in using EVT to display and interact 
with encoded texts. Develop skills such as integrating transcriptions with high-quality images, visualizing 
textual variants, and navigating through different layers of the text. 

• Creating User-Friendly Digital Editions: By the end of the workshop, you will know how to produce digital 
editions that are both accurate and accessible, making them ideal for academic research and teaching. 

• A Practical Digital Edition: Work hands-on with provided materials and software throughout the workshop, 
resulting in a practical digital edition that you can take away as a prototype. This outcome can serve as a basis 
for creating more advanced editions or incorporating your own research materials. 

• Application to Future Projects: Reflect on how the methods and tools used in the workshop can be applied to 
your research projects, helping you plan and implement your own digital scholarly editions. 
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A prominent essay by Roland Barthes claiming the death of the author stirred considerable turmoil back in 1967, opening the 
ground for a heated discussion of such issues as authorial intention, the role of the reader as a (co)creator of the text, and the 
concept of authorship per se. The latter being of crucial importance in the educational space since within the academic 
environment the concepts of unblemished authorship identification, academic integrity, ethical research, and plagiarism are being 
put into question when the personal contribution of an individual to the creation of authentic content may not be accurately 
measured and appreciated. Although information mining and clustering have long become automated and specialists with various 
backgrounds have appreciated the operational simplicity achieved, nowadays digital technologies are being increasingly used 
rather in information synthesis and presentation if not content creation. Emerging trends and practices of AI-aided content 
generation have repeatedly raised concerns with regard to the recognition, attribution, and ethical use of human-generated 
intellectual property and artifacts. It is hard to underestimate how generative AI tools being widely used in the academic setting, 
have changed the paradigm of learning and have especially influenced postgraduate performance assessment metrics, as the 
master level of higher education addresses a relevant number of research aims. At the postgraduate level, students demonstrate 
an ability to critically assess the existing theoretical framework to be able to synthesize new knowledge, present and substantiate 
their opinions and findings. Hence, they are expected to produce a considerable volume of written and oral output that is both 
relevant and authentic. 
Universities worldwide have yet to decide on the policies to deal with the omnipresent, often intentionally malicious use of text-
generation software in completing a range of tasks – essays, various study papers, and even master theses. The majority of 
effective codes of academic integrity or codes of ethics employed by higher education institutions imply immediate imposition of 
various sanctions for the use of content-generation software without exhibiting a proper acknowledgment of the fact, and often 
failing to timely react at the changing philosophy of authorship. The mechanism of sanctioning for unauthorized use of AI text-
generation tools should be balanced with a range of educational activities aimed at promoting academic integrity and Master 
student awareness of the advantages and limitations these tools offer. Text-generation, text-processing, and digital storytelling 
tools may become both helpful and perilous in postgraduate research endeavors since their use may either improve or undermine 
academic performance. 
The paper considers written output production habits and ethical attitudes of postgraduate students of the program “Digital 
Humanities” as well as the choice they have to make, addressing both the dichotomy of exposing creativity and preserving 
authorship versus producing task-rooted content with the help of various AI-technologies, and the juxtaposition of the 
overreliance on the technology with the value of authenticity and ingenuity. Ethical and sustainable use of generative AI tools is 
analyzed and discussed with the students, considering such issues as ethics and aesthetics of borrowing, reconsidering and 
adopting ideas expressed by others, critical thinking, and awareness of the notion of individual creativity, authenticity, and 
genuineness of own artistic, academic or scientific output expanding the borders of human knowledge. 
Special focus is made on how principles, tools, and software allowing students to engage in transmedia storytelling are used to 
promote a conscious and ethical use of modern text-generation technology. In view of the fact that transmedia storytelling is 
inherently a creative process, it may encourage students and young researchers to explore various perspectives on their material. 
Students explore the scope of transmedia storytelling, which expands through the “Snowballing Effect”, and learn how culture 
enriches through reconsideration and reinterpretation of well-known stories. 
Hence, the aim of the research is to explore the scenarios of authorized, sustainable, and ethical use of text-generation software 
in the university setting, consider the concept of authorship and academic integrity in view of the changing paradigm of 
postgraduate performance assessment, and discuss solutions and practices adopted in this area by the faculty of the study 
program “Digital Humanities” implemented by RTU. 
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Digital renovation passport: a new approach to the preservation of heritage homes 
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Short paper (full-text) | 15-minute presentation with a 5-minute Q&A 
Keywords: Building renovation passport, renovation wave, energy efficiency, heritage buildings, digitizing heritage 
 
The heritageHOME project focuses on digitizing the renovation process and solutions for heritage homes. These buildings 
usually have very poor energy performance in their original condition, and the road to an energy-efficient home is much more 
challenging. 
Built heritage is a cornerstone of the European identity and has an important role in creating and preserving community values 
and a sense of belonging. But heritage buildings are also homes – the people who live there also want modern comforts, well-
maintained properties, and affordable housing. Neglecting these buildings in favor of widespread renovation can contribute to 
the risk of abandonment and vacancy. To tackle this issue, Estonia has taken on the ambition of attempting to consciously 
address energy-efficient solutions for heritage buildings. 
HeritageHOME project is ongoing, and the first step of digital tool development has been to map out a universal, yet 
comprehensive renovation roadmap of heritage homes, including common problems, necessary stages, likely risks, involved 
constituencies, etc. The method involved both workshops with specialists and interviews with homeowners. 
While the first iteration of the tool can be described as a digital knowledge repository, the goal is to compile an interactive platform 
utilizing the previously mentioned universal renovation roadmap phases and renovation solutions to generate tailored renovation 
roadmaps with interdisciplinary cooperation. 
Estonians, as digital natives, are therefore taking digitalization of built heritage to the next level – by expanding and applying it 
to the service of heritage buildings! 
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Exploring Cultural Heritage Knowledge Graphs—Case of Correspondence Networks in Grand Duchy of 
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This paper argues for using methods and tools of Network Analysis (NA) to study contents of knowledge graphs (KG) in Digital 
Humanities (DH) research. As a case study, social and correspondence networks in the Grand Duchy of Finland 1809–1917 are 
considered with a focus on prosopographical data about historical people and, in particular, their correspondences (epistolary 
data).  
Letters have been an important form of communication, and networks based on letter metadata, letter's content, and related 
biographical information can be used for rebuilding and analyzing historical social networks and for studying the flow of ideas 
and information. In correspondence network analysis, ego-networks focusing on only one person and his correspondents are 
common due to the nature of letter collections. Combining letter collections and biographical data helps move from ego-centric 
network approach towards sociocentric networks, as the larger network starts to emerge when letter collections from many 
individuals are brought together, although analyses still suffer from missing data. In this paper, we present results of the 
Constellations of Correspondence (CoCo) project that so far has created a KG of over million letters exchanged during 1809–
1917 in Finland, reusing data of prosopographical KGs of the same period of time. 
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Sensory-digital explorations of urban ambiances 
 
ID: 286 / WS09: 5 
Workshop on Digital Humanities and Social Sciences/Cultural Heritage (DHSS/DHCH) in Higher Education 
Keywords: interdisciplinary teaching, computational anthropology, sensory walk, urban ambiances, sensory anthropology 
 
The contribution presents an interdisciplinary approach to teaching anthropology, showcasing how computational methods can 
enhance anthropological inquiry (Pretnar Žagar and Podjed 2024). The project-based learning methodology introduced students 
to sensory walks (Abram 2023, Järviluoma 2022), inviting them to capture images of their surroundings while engaging their 
sensory perceptions of urban environments and ambiances. The goal was to explore what guided their sensory interest during 
the walk (Muršič 2019). 
The student-collected images were analyzed using data science techniques (Paff 2022), specifically hierarchical clustering with 
image embeddings, cosine distance, and Ward linkage. The analysis identified two distinct clusters: one featuring nature and 
the other urban environments. Surprisingly, both clusters were consistently present across all participants, indicating that 
students were equally drawn to urban structures and natural elements, regardless of their environment. 
This study underscores the potential for integrating qualitative anthropological methods with computational tools to uncover 
patterns in human perception (see also Beaulieu 2017). The interdisciplinary approach not only deepened students' 
understanding of anthropology but also demonstrated the value of blending qualitative fieldwork with computational analysis 
(Bornakke and Due 2018) as well as experimenting with digital devices as the extension of human sensoria (Podjed and Muršič 
2021). It provided students with hands-on experience in combining ethnographic sensitivity with machine learning, fostering a 
holistic view of their surroundings. 
At the workshop, we will further illustrate this approach by inviting participants to undertake a blended sensory walk in Tartu, 
practically testing the relation between sensorial and digital (Muršič 2021). Their images will be analyzed using the described 
methodology, allowing attendees to experience firsthand how anthropology and data science can intersect to provide rich insights 
into cultural and environmental perceptions. This model offers a novel framework for teaching and research, highlighting the 
relevance of computational techniques in addressing anthropological questions. 
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Digital cultural heritage as a resource for social development 
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A significant part of Estonian museum collections is available digitally. It is an invaluable social resource with great potential to 
contribute to sustainable development. The rapid social, economic and technological development leads to polarization and a 
sense of discontinuity, but heritage can help people cope with change. Museums help to cope with transition when their resources 
find application in society. Therefore, the panel focuses on the application of digital cultural heritage. The panel discussions 
showcase how digital heritage can make sense and contribute to social development. The presentations discuss the theoretical 
and analytical frameworks, categorisation and classification of digital heritage use and practical examples of how heritage has 
been put to use. The examples discussed in the panel presentation touch local and international use cases. 
Paper 1: Information environment model to understand pain points in putting digital cultural heritage in service for 
social development 
How does individual use of digital cultural heritage bring about social change? Presenting a preliminary analytical framework, 
the presentation looks at different steps from availability, relevance, and use to cultural change, trying to illustrate how creative 
projects that put heritage to use can result in social change. The information environment framework originally presented by 
Leah Lievrouw (2001) allows us to showcase that the uses of digital heritage are bound both by the institutional as well as 
personal/relational aspects. This means that digital heritage can be used if there is institutional availability, accessibility, 
awareness of tradition and practice of putting digital heritage to use, but also to the social context of the user, their understanding 
of relevance, skills they have or that they can lean on, and willingness to put in effort. While there are cases where the individual 
heritage use might be outstanding, the question is if the effort expected from the individual is proportionate to the perceived use 
and value of it. In many cases, digital heritage becomes useful and usable in the context of the heritage institution, where 
professionals become mediators for the digital cultural heritage. However, the current digital heritage is often far from accessible 
(even if it is digitally available) for the regular user, as even motivated specialists struggle to access knowledge digitised in the 
databases. The knowledge dissemination framework allows us to identify particular pain points that currently hinder using digital 
cultural heritage for social development and provides an analytical framework to discuss where the least amount of effort might 
get the most significant results. 
Paper 2: Analytic categories for mapping digital heritage use cases: building a framework for understanding knowledge 
transformation and impact 
In the research project „Digital cultural heritage as a social resource“ the research team explores how to systematically assess 
and compare diverse digital heritage use cases to better understand their properties and role in knowledge transformation 
processes for broader societal impact. 
As the use of digital heritage continues to expand, encompassing a wide range of cases from creative and artistic uses of digital 
archives to virtual exhibitions, there is a growing need for structured approaches to analyze, evaluate, compare these varied 
applications. This presentation introduces how the research team is developing a systematic framework that incorporates a set 
of analytical categories to assess the properties of digital heritage use cases and applications and their role in the knowledge 
transformation process. The framework is designed to help evaluate use cases by focusing on their innovation potential, user 
engagement, technical and organizational requirements, and potentially their contribution to societal impact, as framed by Pier 
Luigi Sacco’s Culture 3.0 impact areas. 
The framework builds on a set of analytical categories developed through qualitative data collection and mapping from various 
digital heritage projects, covering contextual, data, and technology-related factors, as well as the agency of users, including user 
interaction and skills. 
This presentation will discuss how these categories can be operationalized into a tool that enables the comparative analysis of 
digital heritage use cases, supporting more informed decision-making in the GLAM sector. This spans from design and content-
related decisions to strategic development, offering a holistic way to evaluate digital heritage applications. 
By examining use cases through this lens, we aim to support future digital heritage projects, emphasizing collaboration, 
participation, and social innovation. Ultimately, this framework has the potential to help practitioners understand how their 
initiatives can transition digital heritage from static repositories to dynamic tools for social change. 
Paper 3: How can digital heritage support social and cultural resilience? 
This presentation discusses the critical points in the digital cultural heritage ecosystem from the point of view of building cultural 
resilience states - coping, adapting and transforming. The analytical view of digital heritage use considering some Estonian 
GLAM ecosystem examples highlights these critical points in which the cultural ecosystem dynamics are harmed. The awareness 
of the digital heritage in the cultural ecosystem for specific communities, and the scaffolding aspects in formal and informal 
learning processes directed at building knowledge, values, identity and place belonging are discussed from the perspective of 
cultural resilience and adaptations. 
Paper 4: Understanding how the diverse uses of digital cultural heritage in British Library Labs and the other Gallery, 
Library, Archive and Museum (GLAM) Labs could teach us about designing activities and services to facilitate social 
development 
Provisional findings of interviews conducted with users of digital cultural heritage largely at the British Library will be highlighted, 
including patterns identified when mapping responses onto an information environment model developed by Lievrouw (2001) 
and expanded by Pille Pruulmann-Vengerfeldt (2024). The analysis will focus on various factors including what was done with 
digital heritage and how, what skills were required to implement the projects, how access was provided, who benefited from the 
work, what (if any) impact was achieved and whether it resulted in social development etc. 
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There will be an analysis of interviews with those who have been involved in providing services to enable users to work with 
digital cultural heritage in GLAM experimental physical and/or virtual spaces (Labs). There will be a special focus on how these 
services evolved and changed over time, especially in the context of changing institutional priorities (for example after COVID) 
and the increasing interest in Artificial Intelligence. 
There will be a discussion as to the provisional findings of this work and what components could be included in future work to 
enable social development when working with digital cultural heritage. 
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In 2024, the Finnish National Gallery issued a challenge to the blockchain-based art community: engage with its copyright-free 
CC0 collection through Combine24, an international generative art competition. This initiative exemplifies how technology and 
art can unite to reinterpret cultural heritage and foster innovative creative practices.   
This presentation will explore the Combine24 competition as a case study, offering valuable insights for cultural institutions and 
creatives alike. It will detail the competition’s structure, objectives, and outcomes, shedding light on how museums can serve as 
active facilitators of artistic innovation. By inviting artists to interact with collection databases and associated metadata, the 
Finnish National Gallery opened its archives to new possibilities, positioning itself at the forefront of digital creativity and cultural 
engagement.   
Key themes of the presentation include:   

1. Museums as Collaborative Partners: How institutions can bridge traditional and contemporary practices 
by encouraging interaction between historical collections and cutting-edge technology.   

1. Technology as a Creative Catalyst: The potential of generative art and blockchain platforms to reinterpret 
and expand the boundaries of cultural heritage.   

1. Fostering Interdisciplinary Connections: Insights into how collaborations between technologists, artists, 
and cultural  

organizations can lead to meaningful and unexpected outcomes.   
The session will illustrate how Combine24 successfully leveraged the FNG CC0 collection and metadata, inspiring artists to 
create works that blend historical and contemporary narratives. By encouraging creative engagement, the competition served 
as a model for how museums can transform static collections into dynamic resources for dialogue and innovation.   
Through this case study, attendees will gain practical strategies for fostering similar collaborations, utilizing open-access 
collections, and integrating technology to build new pathways for interaction with cultural heritage. Ultimately, the presentation 
underscores the transformative potential of digital tools in reimagining the role of museums in the 21st century.   
This session invites cultural institutions, technologists, and creatives to envision a future where art and technology work hand-
in-hand to preserve the past, while simultaneously creating new forms of interaction and storytelling for global audiences.   
  



 

 182 

Heikki Rantala1, Eero Hyvönen1,2, Eljas Oksanen3,2, Jouni Tuominen2 
1Aalto University, Finland; 2University of Helsinki, Finland; 3University of Reading, UK 

Opening Archaeological Public Finds Data with Semantic Web Technologies: Demonstrating 
FindSampo, CoinSampo, and PASampo 
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Poster and demo (abstract) with accompanying a 1-minute lightning talk 
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This demonstration presents three Linked Open Data (LOD) services and semantic portals for searching, exploring, and 
analyzing data related to collections of archaelogical public finds in Finland and UK. 
1. FindSampo - Finnish Archaeological Public Finds on the Semantic Web} (in use at https://loytosampo.fi) is based on the 
finds collection of the Finnish Heritage Agency (Rantala et al. 2022). 
2. CoinSampo - Finnish Numismatic Public Finds 2013-2023} (in use at https://rahasampo.ldf.fi/) (Rantala et al. 2024) is based 
on the systematic recordings of numismatic finds in Finland at the National Museum of Finland. 
3. PASampo is a related, as of yet unpublished, system based on the database of over one million finds of the Portable 
Antiquity Scheme in England and Wales at the British Museum (https://https://finds.org.uk/) (Lewis et al. 2024). 
It is shown, using practical examples, how the underlying SPARQL endpoint and the semantic portals built on top of the data 
services available at the Linked Data Finland platform (https://ldf.fi) (Hyvönen at al. 2014; Hyvönen and Tuominen 2024) can 
be used in opening Cultural Heritage (CH) data. Our aim is also to demonstrate the "FindSampo framework" (Hyvönen et al. 
2021) for publishing archaeological public finds developed based on the Sampo model (Hyvönen 2022). The examples also 
demonstrate the use of Sampo-UI framework (Ikkala et al. 2022; Rantala et al. 2023) in developing new applications for Digital 
Humanities research. 
The web applications offer especially users with limited technical background, such as metal detectorists, an easy way to 
visualize the data with various charts and maps. The demonstrators also show how LOD can be used to enrich data, for 
example by fetching coordinates for places, such as minting places of coins, from outside sources to be visualized on maps. 
With the demonstrator applications, users can through combination of facet selections and visualizations, for example, browse 
finds from a certain munipality, visualize minting places or find spots of coins from a certain period on a map, or compare 
relative numbers of objects made from different materials using bar charts. 
The LOD services and portals demonstrated are part of the Sampo series of over 20 systems 
(https://seco.cs.aalto.fi/applications/sampo/) published across 20 years 2004-2024 for opening CH data. 
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Ancient Text, Modern Methods: Transformers in Interlinear Translation 
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# Introduction 
Machine Translation (MT) has seen significant advancements in recent years, particularly with the introduction of transformer 
architectures (Vaswani et al., 2017). While MT typically aims for natural and fluent translations, there exists a spectrum of 
translation approaches, ranging from free translation to extremely literal renderings. At the far end of this spectrum lies interlinear 
translation (Shuttleworth and Cowie, 2014), an approach that prioritizes preserving the original syntactic structure over fluency. 
This method, frequently (although not exclusively) used on sacred texts, arranges target language words directly below or above 
their corresponding source text items. Interlinear translation serves as a linguistic bridge, providing access to texts for those who 
may lack the necessary language skills to approach them directly. As Gutt (1991) points out, this approach aims to preserve not 
only lexical equivalence but also syntactic categories such as word order with minimal changes. Consequently, interlinear 
translations often challenge the linguistic norms of the target language, making their feasibility dependent on the structural 
similarity between the source and target languages. Despite these challenges, interlinear translation remains a valuable tool for 
those seeking to engage deeply with texts in their original form. 
Despite the importance of interlinear translation, research on automating this process for ancient texts remains limited. To the 
best of our knowledge, our work is the first attempt to use machine translation to generate interlinear translations. We address 
this gap by evaluating state-of-the-art models for sequence-to-sequence problems in Ancient Greek on the task of interlinear 
translation from Ancient Greek to Polish and English. Our study compares the performance of general-purpose multilingual 
models with dedicated language models and assesses the impact of morphological tags and data preprocessing strategies on 
model performance. 
Our research objectives include: 

1. Evaluating the performance of state-of-the-art MT models in interlinear translation from Ancient Greek to 
Polish and English. 

2. Comparing the effectiveness of general-purpose multilingual models with dedicated language models trained 
specifically on ancient languages and the given target language. 

3. Assessing the impact of morphological tags on model performance by comparing different tag sets and 
various approaches to their integration. 

4. Investigating the influence of pre-processing strategies, specifically focusing on normalization via removal 
of diacritics. 

We focus on the full text of the Greek New Testament as our source corpus, considering its fundamental importance for 
international society, Ancient Greek being the original language, and the existence of numerous translations. For target 
languages, we examine differences in model performance with respect to languages with different syntactic characteristics – 
English (positional) and Polish (inflectional).  
Our contributions are threefold: 

1. Construction of a word-level-aligned parallel corpus of two interlinear translations of the Greek New 
Testament – to English and Polish, using data from Bible Hub and Oblubienica, respectively. 

2. Fine-tuning experiments for interlinear translation using four base models – PhilTa, GreTa 
(Riemenschneider and Frank, 2023), and mT5 (Xue et al., 2020) (in two sizes), in 36 setups each, totaling 
144 fine-tuned models 

3. Novel approaches for encoding morphological information via dedicated embedding layers, which 
outperform solutions that do not utilize tags by up to 20% (BLEU score) on interlinear translation tasks into 
both target languages 

# Methodology 
## Datasets 
### Data Acquisition 
We prepared two corpora comprising interlinear translations of the Greek New Testament: one into Polish and one into 
English. The Polish dataset was scraped from Oblubienica, while the English dataset was obtained from Bible Hub. The 
corpora utilize different textual editions of the Greek text, with Oblubienica following NA28 and Bible Hub merging multiple 
textual variants. 
### Corpus Alignment 
To evaluate model performance based on the tag set used, we aligned the two corpora at the word level. We applied heuristics 
to match each word from one corpus with its counterpart in the other, successfully matching over 99% of the words. For 
unmatched words, we mapped morphological tags using the statistically most common counterpart or manual mapping for edge 
cases. 
### Tag Sets 
After alignment, each word in both corpora carries two morphological tags: one original and one cloned from the corresponding 
word-level counterpart in the other corpus. The tag sets vary in both quality and quantity, with Oblubienica having 1,073 unique 
tags and Bible Hub having 684. 
## Text Preprocessing 
We tested two preprocessing paradigms for Ancient Greek texts: one keeping all diacritics (using the spelling from Bible Hub) 
and another normalizing the data by stripping the texts of diacritics. This allows us to evaluate the impact of diacritics on model 
performance. 
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## Base Models 
Our study employs four base models: GreTa, PhilTa, and mT5 in two sizes (base and large). GreTa and PhilTa are T5-base-
sized models trained on Ancient Greek corpora, with PhilTa also including Latin and English in its training data. mT5 was pre-
trained on the mC4 corpus, encompassing 101 languages including English and Polish, but not Ancient Greek. We selected 
mT5-base to match the size of the other models and mT5-large to explore the impact of increased parameters on performance. 
## Model Inputs 
We investigate five scenarios for incorporating morphological information, grouped into three categories: 

1. Text Only (baseline): A scenario where no morphological information is provided. 
2. Text With Morphological Tags (t-w-t): Morphological tags are encoded as part of the model's text input. 
3. Embeddings (emb-*): Three scenarios utilizing a dedicated embedding layer for encoding morphological 

tags: a. 
• Embeddings -- Sum (emb-sum): Morphological tag embeddings are summed with text embeddings. 
• Embeddings -- Autoencoder (emb-auto): Tag embeddings are compressed, then decompressed and summed 

with text embeddings. 
• Embeddings -- Concatenation (emb-concat): Compressed text and tag embeddings are concatenated. 

## Training Details 
Our dataset, comprising 7940 verses of the Greek New Testament, is split into three random subsets: training (95%, 7543 
verses), validation (2.5%, 198 verses), and test (2.5%, 199 verses). We fine-tune 144 model combinations, varying target 
language, tag set, text preprocessing strategy, base model, and morphological information encoding method. To ensure fair 
comparisons, we trim each verse to the number of words that can be encoded by the least efficient setup among all parameter 
combinations.  
Training employed an NVIDIA A100 GPU, with batch sizes adjusted based on memory constraints. For embedding-based 
approaches, we increased the learning rate for new neural network layers. We set a token limit of 256 across all scenarios. 
Model performance is evaluated using BLEU scores (Papineni et al., 2002), with separator tokens removed from output 
sequences before evaluation to prevent rewarding models solely for correct output structuring. 
# Results 
Overall Performance: 

• English translations generally outperformed Polish translations, but the top 40% of scenarios for both 
languages achieved similar BLEU scores (45-55). 

• The close results suggest that the strict syntactical regime of interlinear translations may allow for cross-
language comparisons, which are normally challenging due to differences in syntax and morphology. 

Base Model Comparison: 

• mT5-large outperformed other base models on average and achieved the best result in Polish translation. 
• PhilTa secured the highest score for English translation, followed by GreTa and mT5-large. 
• GreTa, despite not being pre-trained on English or Polish, performed similarly to mT5-base in both tasks. 
• PhilTa struggled with Polish translation, failing to surpass a BLEU score of 30 in its best run. 

Impact of Morphological Tags: 

• Inclusion of morphological metadata consistently improved performance on the interlinear translation task, 
regardless of the chosen encoding strategy. 

• The best-performing morphologically-enhanced models outperformed the baseline by approximately 20% for 
Polish (51.16 vs 42.65) and 21% for English (54.46 vs 44.95). 

• Using a separate embedding representation for morphological information was preferable to passing it 
directly within the text. 

• Among embedding-based strategies, sum-based methods (emb-sum and emb-auto) outperformed 
concatenation-based methods (emb-concat). 

Tag Set Comparison: 

• Both tested tag sets (Bible Hub and Oblubienica) yielded strong results, with Bible Hub's tag set slightly 
outperforming Oblubienica's in both translation tasks. 

• The top-performing tag set (Bible Hub) had roughly 50% fewer forms, suggesting that either insufficient 
training data for less frequent forms in Oblubienica or differences in tagging quality may have influenced the 
results. 

Impact of Preprocessing: 

• In the vast majority of cases, regardless of the chosen tokenizer, runs with diacritics achieved better results 
both on average and in the best-case scenario. 

• This finding challenges the common practice of removing diacritics in many experiments analyzing Ancient 
Greek texts. 

# Conclusions 
Our research demonstrates the effectiveness of neural approaches in interlinear translation of classic texts, specifically from 
Ancient Greek to English and Polish. The inclusion of morphological metadata significantly improves translation quality, 
challenging the notion that pre-trained transformers cannot utilize such information effectively in NLP tasks.  
The superior performance of models pre-trained on both source and target languages (e.g., PhilTa for English) suggests that 
developing similar models for other language pairs could yield even better results. In the absence of such specialized models, 
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larger multilingual models or those pre-trained on the source language offer viable alternatives.  
Our approaches to encoding morphological information, particularly the sum-based embedding methods, show promise for 
improving interlinear translation quality. These techniques could be applied to other low-resource language scenarios or tasks 
requiring precise structural preservation.  
The benefit of maintaining diacritics in preprocessing highlights the importance of preserving nuanced linguistic information in 
MT tasks, especially for ancient languages. This finding may have implications for other NLP tasks involving Ancient Greek or 
similar languages with low resource settings and rich diacritical systems. 
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Tradition Archives Meet Digital Humanities II 
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The workshop "Tradition Archives Meet Digital Humanities II" is proposed as a follow-up of the workshop with the same title that 
took place at the 2018 "Digital Humanities in the Nordic Countries" conference in Helsinki. This workshop seeks to provide an 
interdisciplinary discussion platform for researchers, archivists, and technology experts engaged in folklore archives, digital 
cultural heritage, and digital humanities, and interested in advancing computational folklore studies. The primary objective is to 
facilitate the exchange of insights, identify challenges, and promote innovative practices while mapping the current landscape of 
developments in this field. 
Tradition or folklore archives are essential repositories that play a pivotal role in collecting, preserving, and studying intangible 
cultural heritage, particularly focusing on folklore and the broader field of cultural heritage. These archives have long been the 
custodians of vast collections of cultural expressions, including folk narratives, songs, rituals, oral histories, and other forms of 
intangible heritage. Their significance lies not only in the preservation of these materials but also in the systematic organization 
and classification that allow researchers to access, study, and analyze the diverse cultural expressions stored within them. 
Aligned with the general thematic framework of DHNB2025, through an open call, the workshop will invite submissions that 
critically examine issues pertaining to community engagement in digital tradition archives, best practices for digital archive 
development, and the integration of advanced data analysis and AI-driven tools. The workshop will also bring attention to the 
complexities of linking multilingual folklore datasets, the application of computational analysis methods to folklore corpora, and 
the sustainability challenges in digital archives arising from the tension between project-based funding and long-term archival 
needs. The workshop seeks to enhance understanding of the current state of digital tradition archives and their impact on the 
field of (computational) folklore studies. 
Importance of the workshop: As digital archives proliferate, they raise essential questions regarding community engagement, 
data integrity, and sustainability of digital resources developed. This workshop will provide participants with the opportunity to 
reflect on their experiences and develop strategies for collaboration and innovation in the field. 
Target audience: the workshop is designed for a diverse audience, including: 

• researchers in folklore studies and digital humanities; 

• archivists and librarians involved in the management of cultural heritage collections; 

• technology experts and developers working on tools for digital archiving; 

• students and early-career scholars interested in folklore and digital humanities; 

• community representatives engaged in preserving local traditions and narratives. 
The anticipated number of participants is projected to be between 20 and 40. If the workshop could be organized in a hybrid 
format, it would likely attract a larger audience. 
Expected outcomes: The workshop is expected to provide participants with up-to-date insights into recent developments in 
digital tradition archives and related projects while offering a platform for exploring new research ideas and fostering future 
collaborations. It will also strengthen collaboration within the professional network established in 2013 under the International 
Society for Ethnology and Folklore, specifically through the Working Group for Archives. By fostering continued dialogue on the 
intersection of folklore and digital humanities within this group, the workshop has the potential to lead to the creation of a new 
edition focused on digital folklore archives and computational folkloristics. 
Format: The workshop will combine presentations and moderated roundtable discussions. 
The ideal length of the workshop would be around 4–6 hours. 
In terms of technical requirements, the workshop would require a projector for presentations and (if possible) audio playback 
equipment to facilitate any media or sound-related materials. 
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The parliament of Finland, eduskunta, is a multi-party system with coalition governments and a generally consensus-driven 
political culture. More so than in a two-party system, for example, the many parties in eduskunta represent a wide spectrum of 
political views and reflect the views and attitudes present in the society. This paper will examine how the debates on “hard” and 
“soft” topics in eduskunta have evolved and become more or less adversarial between 1970 and 2020. There has been evidence 
of differentiation and general hardening of values in the Finnish society (e.g Helve 2023). The hypothesis for this paper is that 
sentiments towards "soft topics" such as social and health care and development cooperation have become less positive overall 
but also more adversarial, while "hard topics" such as commerce and traffic and transport have perhaps not become much more 
positive but less adversarial. 
The data for this study contains Finnish plenary speeches from 1970 to 2020 (SEMPARL, Hyvönen et al. 2024). The speeches 
were previously modelled with a topic model (Ristilä & Elo 2023) which resulted in 26 topics that will be used as the categories 
for the sentiment analysis. The sentiment model that will be used has been specifically tuned for parliamentary speech (an XLM-
R-parla model trained further with ParlaMint and EuroParl corpora). 
Finnish parliamentary speeches have previously been studied from different angles, such as language identification (Jauhiainen 
et al. 2024) and topics (Ristilä & Elo 2023, Loukasmäki & Makkonen 2019), but not extensively with sentiment analysis (see 
however Tarkka et al. 2024, Proksch et al. 2019). We will use state-of-the-art sentiment analysis and examine which topics have 
been discussed with the most contradicting sentiments and how the levels of sentiment contradiction in certain topics have 
changed over time. This kind of study will provide a new perspective on what has been the most 'heated' topics in the Finnish 
parliament, and also how the societal attitudes have changed in Finland in the last fifty years. 
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tutorial 
 
ID: 174  
Full-day tutorial 
Keywords: Automatic Text Recognition, Transkribus, Handwriting, Print, Layout Recognition, Digital Editions. 
Tutorial Description 
We cordially invite you to participate in an immersive investigation of Transkribus, a pioneering instrument at the nexus of digital 
humanities, archival science, and artificial intelligence. This hands-on workshop is aligned with DHNB 2025's overarching theme 
of "Digital Dreams and Practices." Transkribus is the ideal use case that integrates traditional humanities scholarship with 
computational techniques, brings the tools in an easily understandable way of academia to users with different backgrounds, 
and applies AI so that users benefit without learning how to program. 
The Transkribus system was developed through EU-funded projects and employs advanced AI to automate handwritten text 
recognition, thereby reducing the time and expertise required for palaeographic analysis. With currently 225+ private and 
institutional members, 250,000 registered users, and 200+ public models available, Transkribus has significantly enhanced 
users’ ability to adaptively tackle diverse handwriting styles, becoming an invaluable asset for researchers, archivists, and 
students. 
The workshop is structured in two parts, allowing participants to engage with Transkribus at their own pace and following their 
interests and requirements. We encourage attendees to bring their own archival or library materials, whether handwritten or 
printed, reflecting the rich cultural heritage of the Baltic and Nordic regions. We will provide additional practice documents to 
ensure a comprehensive learning experience for those unable to bring their materials. 
During the session, participants will receive practical experience using Transkribus' user-friendly, browser-based interface. They 
will learn how to navigate the platform, understand its AI-driven recognition process, and explore its potential applications in their 
research workflows. By the end of the workshop, participants will have acquired the skills to use Transkribus in their projects, 
thereby contributing to the digital preservation and accessibility of cultural heritage. 
Aim of the Workshop 
The principal objective of this workshop is to equip participants with the knowledge and expertise to utilize Transkribus proficiently 
and effectively within the context of their digital humanities research and/or archival practices. By the end of the session, 
attendees will: 

1. Understand the principles behind AI-driven handwritten text recognition and its role in digital cultural heritage 
preservation. 

2. Gain practical experience using Transkribus' interface, including uploading documents, training models, and 
extracting recognized text. 

3. Learn strategies for integrating Transkribus into various research workflows, from individual projects to large-
scale digitization efforts. 

4. Explore Transkribus's potential to enhance accessibility and analysis of historical documents across different 
disciplines within the humanities. 

5. Develop an appreciation for the intersection of traditional humanities scholarship, archival practices, and 
computational techniques in the digital age. 

Practical details 
Format: 

• Interactive tutorial (or workshop) with practice moments for hands-on learning and practice. 
Target Audience: 

• Introductory Workshop: Suitable for those interested in learning about Automatic Text Recognition for the first 
time or first-time users of Transkribus. 

• Advanced Workshop: For those who have attended the introductory session or already have experience using 
Transkribus. Interested participants without prior experience but who are keen to dive deeper are also 
welcome. 

Anticipated Number of Participants: 

• Flexible: Between 10 and 90 participants. 
Technical Requirements: 

• For the participants: 

• Internet connection. 

• A workspace with tables or desks to comfortably use a laptop. 
Requirements for Participants: 

• Device: 

• Bring your own laptop (preferred). 

• Tablets are possible but may offer reduced functionality. 
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• A mouse can be helpful but is optional. 

• Transkribus Account: 

• Create a free account at Transkribus.org before the workshop. This can also be done at the 
workshop, but pre-registration is more convenient. 

• Bring your registration details, including your email and password. 

• If you use multi-factor authentication (MFA), bring the device you use for authentication. 
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Digital Pathways to Regional Heritage: AI Solutions for Archive Access in Overijssel 
 
ID: 316 / Poster Session 2: 32 
Late-breaking poster 
Keywords: Regional History; Handwriting Text Recognition; Visualising Archival Sources; 
 
Archives play an indispensable role in safeguarding cultural heritage, ensuring the preservation of historical records for future 
research and analysis. The Overijssel Provincial States archive, which spans from 1578 to 1795, offers a distinctive insight into 
the region's historical governance and the nature of public petitions (1). The project employs Machine Learning/ Artificial 
Intelligence (ML/AI) to facilitate enhanced accessibility and comprehension of this invaluable resource, a fundamental anchor in 
the tapestry of regional history. 
This project combines artificial intelligence-driven tools with human expertise in collaboration with several archival institutions, 
particularly the Collectie Overijssel. The objective is to render the archival content searchable and analyzable by 2028, with the 
dissemination of the results scheduled to coincide with the 500th anniversary of the Overijssel Provincial States in 2028. 
This research integrates artificial intelligence innovations with human oversight, establishing a bridge between advanced 
computational techniques and cultural heritage studies. Citizen scientists' involvement is paramount, as they contribute to 
labelling datasets. The objective is to guarantee that the tools are accessible and effective for diverse audiences by fostering 
inclusive engagement. 
In addition to its technical merits, this project highlights the broader significance of archives as repositories of collective memory. 
The Provincial States archive offers a particularly rich historical resource, featuring unique abstracts of requests—concise 
summaries that capture the direct petitions of local inhabitants to regional governance during the Republic’s tumultuous times. 
These abstracts represent what historians call "the voices of the people," providing an intimate glimpse into the everyday 
concerns and aspirations of citizens who sought intervention or support from provincial authorities (2). Each abstract is 
accompanied by a brief official decision, revealing whether the government rejected, approved, or acted upon the citizens' 
requests. This archival treasure trove is especially valuable because it has remained largely unexplored, with no existing index 
to facilitate access. By facilitating the search and interpretation of these historical records, we provide an invaluable resource for 
historians, educators, and the public, thereby fostering a deeper connection to Overijssel's rich administrative and social heritage 
(3).  
Our approach demonstrates the powerful synergy between AI technology and humanities research, pioneering innovative 
methods for archival accessibility and historical interpretation. This poster illustrates the dynamic interplay between historical 
content, digital humanities techniques, and machine learning methodologies. By introducing a (sub)project focused on automated 
text recognition (ATR) of 60,000 pages (30,000 scans), we showcase how advanced visualization techniques—including 
heatmaps, geographical information, and chronological overviews—can comprehensively unlock and recontextualize archival 
materials. 
The project's key milestones are as follows: 

• In 2025, layout recognition and text recognition processes have been established, thus enabling the 
identification of document structures and implementing full-text search functionality. 

• In 2026, the refinement of named entity recognition continues, supported by volunteer contributions to label 
and identify entities and metadata. 

• In 2027, applying machine learning to topic modelling, clustering, and hierarchy development will facilitate the 
retrieval of topics with greater nuance, especially on requests. This entails utilizing tools such as ANNIF to 
augment the process of thematic analysis. 

NWO (Dutch Scientific Organisation) funds this project:NWA.1518.22.105.  
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Reception Reader: intellectual history meets big data computing 
 
ID: 105 / Poster Session 2: 6 
Poster and demo (abstract) with accompanying a 1-minute lightning talk 
Keywords: reception studies, text reuse, data mining, enlightenment, research infrastructure 
 
The web tool “Reception Reader” provides a convenient visual interface for intellectual historians to study text reuse. The 
Computational History (COMHIS) research group in Helsinki has been working with the Eighteenth Century Collections Online 
(ECCO) dataset, which covers a major portion of all books published in the 1700s in Britain, for more than a decade, and has 
been making continuous improvements in metadata curation and digital infrastructure. This web tool showcases the latest 
developments built on top of these efforts. 
As part of the High Performance Computing for the Detection and Analysis of Historical Discourses project (HPC-HD), we have 
applied a bioinformatics technique called BLAST over the entire ECCO text corpus, which proved to be very robust for detecting 
textual overlaps across more than 200k documents, even with noisy OCR data. This uncovered nearly a billion pairs of text 
reuse, namely, previously hidden links between these books. 
While the COMHIS group is actively working with systematic approaches to answer historians’ research questions with data 
analysis, computer vision, natural language processing, and many fast-evolving digital humanities techniques, the Reception 
Reader interface aims to provide intuitive digital access to this vast amount of data for scholars from humanist traditions, and to 
expand their reach of the materials beyond what was previously conceivable with manual methods. 
The user can start with one book of interest and see all the incoming influences from, and outbound connections to, other books. 
Which parts of the book were the most talked about, and during which periods? What did contemporary authors say about a 
particular section? What kind of debates and dialogues were ongoing, and what were the overall patterns? Reception, 
intertextuality, and authorship are just some examples of themes that can be explored with text reuse and this tool. 
The nuances of meaning, and indeed findings for historians, may be discovered when text is understood in relation to other text, 
and between “distant reading” and “close reading”, between grasping the overall patterns and examining the specific context, 
between navigating an ocean of data and tracing each catch back to artefacts and evidence on a printed page. May this software 
be another step further along the journey of making sense of the burgeoning and spreading of ideas during the Enlightenment 
period. 
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ColaboFlow: A Platform for Visual and AI-Augmented Workflows in Digital Humanities 
 
Thursday, 06/Mar/2025 9:00am - 9:30am 
ID: 267 / Session LP 06: 1 
Long paper (abstract) | 20-minute presentation with a 10-minute Q&A 
Keywords: AI-Augmented Workflows, Digital Humanities, Collaborative Research, Visual Workflow Management, 
Reproducibility in Research 
ColaboFlow and LitTerrra 
ColaboFlow is a framework integrated into the LitTerra platform, designed to enable researchers in the digital humanities to 
explore, transform, and visualize digital editions and multilingual corpora using visual and AI-augmented workflows. This paper 
presents ColaboFlow as a flexible infrastructure supporting the creation, execution, and sharing of workflows that are both user-
friendly and scalable. The platform offers a comprehensive toolset, bridging the gap between researchers with no programming 
expertise and those requiring advanced, automated workflows. 
ColaboFlow allows for the visual creation of workflows through BPMN (Business Process Model and Notation) diagrams, 
making it accessible to users with varying technical backgrounds. Researchers can define workflows through an intuitive interface 
and interact with them directly, facilitating a seamless translation of academic inquiry into actionable processes. . Through this 
combination of accessibility and computational power, ColaboFlow enables researchers to engage with large and complex 
datasets in innovative ways. 
The paper discusses semantic capabilities of ColaboFlow, both workflows and the datasets they manipulate. These semantic 
descriptions ensure that the system, including the AI components, can comprehend, interact with, evolve (transform) and execute 
workflows accurately. This semantic infrastructure is essential for the platform’s ability to support complex and reproducible 
workflows, that should handle multilingual corpora, conduct cross-lingual analyses, and integrate various forms of multimedia 
enrichment, external service extensions of workflows or datasets and present it in a form of a coherent research process. 
Workflow Solidification Process 
A key feature of ColaboFlow that we are investigating through this work is the concept of workflow solidification, a process 
where descriptive workflows are transformed into task-structured and ultimately fully executable workflows. In such a way, a 
loose workflow is "tightened up" into a solid workflow - hence workflow solidification. This process occurs in three stages. In the 
first stage, (i) researchers describe their workflows at a high level, focusing on objectives and broad tasks. In the second stage, 
(ii) these descriptions are transformed into “taskative” workflows, which define specific tasks and their relationships. The final 
stage involves (iii) converting these workflows into executable models that can be applied to real-world datasets. 
The workflow solidification process not only ensures that researchers have a clear and structured plan for their analyses, but 
also provides a pathway toward automation and scalability. Researchers can visualize their workflows, refine them through 
iterative testing, and modify tasks as needed. This process facilitates a deeper engagement with both the research questions 
and the datasets, enabling scholars to focus on intellectual challenges rather than technical execution. 
Visual and AI-Augmented Interaction 
ColaboFlow integrates a powerful visualization component, allowing researchers to interact with their workflows’ results using 
AI-augmented tools. Visualization is essential in helping researchers interpret large-scale data and workflows, enabling them to 
refine their research work and analyses in response to emerging patterns. The framework employs a structured approach to 
visualization based on “The Grammar of Graphics” (Wilkinson, 2012), where users can generate charts and graphs as part of 
their workflow process. 
The interaction between workflow execution and visualization creates a feedback loop in which researchers continuously refine 
their workflows based on the visual output. This dynamic interaction is particularly valuable in complex or large datasets, where 
distant-reading itself may not reveal significant insights. By making the syntetised data interactive and accessible through AI-
driven visualization, ColaboFlow empowers researchers to make more informed decisions throughout their research processes. 
Collaborative and Reproducible Research 
One of the central goals of ColaboFlow is to facilitate collaborative research across diverse teams and institutions. The platform 
is designed with reusability and reproducibility in mind, ensuring that workflows can be shared, modified, and executed 
across different research contexts. Each workflow is versioned , allowing for specialization to particular research tasks or 
corpora. Researchers can modify and extend workflows based on specific needs, while maintaining the integrity of the original 
design through detailed provenance tracking. 
The provenance tracking is essential in digital humanities research, particularly when working with multilingual or cross-cultural 
corpora. By enabling version control and documenting the evolution of workflows, ColaboFlow ensures that research remains 
transparent and verifiable. Moreover, the platform’s collaborative infrastructure allows multiple researchers to work together on 
the same project, sharing their workflows and datasets, and building upon each other’s work. 
Human-on-the-Loop Design and Focus Group Feedback 
The design of ColaboFlow incorporates a human-on-the-loop approach, where the platform’s AI capabilities augments and 
assist researchers while keeping them central to the decision-making process. This design philosophy emphasizes that while AI 
can automate many aspects of research, human input remains crucial in guiding workflow composition, modification, and 
interpretation. By incorporating AI augmentation in a manner that supports rather than replaces human judgment and decision-
making, ColaboFlow democratizes DH reasearch and ensures that the platform remains accessible to researchers of all 
technical backgrounds. 
To evaluate the design and usability of ColaboFlow, a series of focus groups were conducted with practitionaries and researchers 
from different fields. 
Application of ColaboFlow: A Demonstration 
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While this paper focuses on the design and infrastructure of ColaboFlow, it is important to illustrate its application in real-world 
research scenarios. The paper briefly demonstrates ColaboFlow’s capabilities using three multilingual corpora as examples: 
Henrik Ibsen’s multilingual corpus from the Centre for Ibsen Studies, Jane Eyre’s multilingual corpus from the Prismatic Jane 
Eyre project, and Vladimir Nabokov’s multilingual work from the IMPULZ project. These examples show how researchers can 
use ColaboFlow to structure workflows that analyze translations, conduct comparative textual analyses, and visualize linguistic 
patterns across different languages. 
Though the focus of this paper is on ColaboFlow as an infrastructure, these examples demonstrate how the platform supports 
complex, multilingual text analysis by offering scalable, reproducible, and AI-augmented workflows. The flexibility of 
ColaboFlow’s infrastructure allows for the handling of diverse research tasks, from simple text annotation to complex cross-
linguistic comparisons. 
Conclusion and Future Directions 
ColaboFlow is a comprehensive platform designed to address the needs of digital humanities researchers through its visual and 
AI-augmented workflows. By offering a user-friendly interface that supports both novice and advanced users, the platform bridges 
the gap between descriptive and fully executable workflows. The preliminary results from focus group research demonstrate the 
platform’s efficacy in facilitating collaborative, reproducible, and scalable research. 
Moving forward, ColaboFlow’s development will focus on enhancing its AI capabilities, streamlining workflow execution, and 
expanding its visualization tools. These future developments aim to make the platform more accessible and empowering, 
ensuring that it continues to meet the evolving needs of digital humanities researchers while at the same time keeping aligned 
with AI-ethics and human-on-the-loop principles that are becoming crucial more than ever. 
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Exploring, transforming and visualizing digital editions and corpora with visual and AI augmented 
workflows 
 
ID: 263  
Half-day conference-themed workshop 
Keywords: AI-Augmented Workflows, Visual Workflow Solidification, Digital Humanities, Multilingual Corpora, Collaborative 
Research 
At the workshop we will use ColaboFlow framework integrated in the LitTerra platform for presenting multilingual corpora to 
explore and transform digital editions and corpora with visual and AI augmented workflows.  
We will provide 3 corpora for participants to work with: 1. Henrik Ibsen's multilingual corpus from the Centre for Ibsen Studies 
at the University of Oslo 2. Jane Eyre's multilingual corpus from the Oxford University project, Prismatic Jane Eyre 3. Vladimir 
Nabokov's multilingual work from the IMPULZ project IM-2022-68  
The ***ColaboFlow framework*** is an expressive tool for creating, executing, and sharing visual and AI augmented workflows. 
On one hand, it is designed to be user-friendly and accessible to researchers with no programming skills. Therefore it supports 
BPMN diagrams as a visual representation of workflows and interaction with them. On the other hand, it is designed to support 
fully executable workflows that can be executed in a scalable and distributed environment. It provides semantic description of 
datasets propagating through workflows and semantic description of the workflows themselves. This enables AI to correctly 
comprehend workflows that can be composed, extended and executed.  
During the workshop, we will have hands-on session where participants will be able to practice with such a process. We will 
practice the process we call ***workflow solidification*** where participants will start with describing their own workflows, then 
solidify them from descriptive to "*taskative*" (task-structured), and finally to fully executable workflows. The purpose of these 
steps is to end up with workflows that can be executed on real corpora and datasets in order to generate research-required 
results. During that process participants will be able to visualize their workflows, refine them, expand them, and interpret the 
results.  
After the solidification process, and executing the workflows on real data, participants will be able to **visualize results** using 
AI augmented charts and graphs generation feature of LitTerra platform. The visualization process will follow the "***The 
grammar of graphics***" (Wilkinson 2012) model, visualized as a workflow, where participants will be able to interact with the 
visualizations and modify them. This will enable them to interpret the results and to make further decisions on the research 
process.  
Finally, the will be able to use the LitTerra platform to augment the corpora with both visualizations and distant reading 
augmentation (such as showing the charts along the text and annotating the text with the annotations generated from the 
workflow results). This will enable them to explore the corpora in a new way and to make new discoveries which will eventually 
start a new cycle of the research process.  
ColaboFlow workflows are designed to be collaborative and reusable/reproducible. This means that we will practice 
collaboration across research teams and annotation of the workflows, as well as reusing the workflows and corpora in the next 
research cycles. To be reproducible, the workflows support versioning, specialization (for specific parts of corpora, like specific 
tools for specific text languages), and provenance tracking, while datasets support versioning and provenance tracking. Having 
these features, we would be able to run the identical workflows against different text witnesses or their translations aiming for 
solid and argumented comparative results.  
The setup of the workshop will be as follows: - Introduction: We will start with a brief introduction to the ColaboFlow framework 
and the LitTerra platform for participants to get familiar with the concepts and the benefits of the tools and overall methodology.  
Potential and challenges: After that we will have a group discussion on the potential use cases and the challenges that 
participants are facing in their research. - Human-in-the-loop: We will discuss the concept of human-in-the-loop particularly in 
the context of AI capable of composing and executing research workflows. - Hands-on session: The main part of the workshop 
will be a hands-on session where participants will be able to explore and transform digital editions and corpora with visual and 
AI augmented workflows. We will provide a set of predefined workflow descriptions and corpora for participants to work with. 
Participants will be able to modify the workflows and corpora and see the outcome results. - Evaluation: We will evaluate 
participants' experience and the resulting workflows and their results. We will present some of them separately and provide 
overall statistics in behavioral patterns and outcomes. - Discussion: We will conclude the workshop with a discussion on the 
potential future developments and the benefits of using visual and AI augmented workflows in digital humanities research. We 
will also discuss the potential future collaborations and the ways to continue the work started at the workshop. 
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CoLaboArthon - A Bridge Between Socially Engaged Art and Science for Collective Impact 
 
ID: 273 / Poster Session 2: 29 
Long paper (full-text) | 20-minute presentation with a 10-minute Q&A 
Keywords: Socially Engaged Art, Collaborative Creativity, Digital Humanities, Art-Science Dialogue, Interdisciplinary 
Collaboration 
CoLaboArthon is an interdisciplinary framework that integrates art, technology, and science to foster collective creativity and 
address societal challenges. Designed by ChaOS and partners, this initiative merges socially engaged art and digital tools to 
create spaces for dialogue and collaboration. Through participatory methodologies and the CoLabo.Space ecosystem, 
CoLaboArthon enables artists, scientists, and community members to co-create solutions to pressing social issues like migration, 
sustainability, and disability. 
The CoLaboArthon process engages participants in storytelling, role-playing, and collective art-making to address these complex 
topics. Workshops culminate in interactive performances, where participants and audiences alike contribute to shaping the final 
creative outcome. One prominent example is "Poetry on the Road," an international dialogue where over 50 poets collaborated 
in multiple languages on themes of migration and human rights, transcending cultural boundaries through art. 
CoLaboArthon also emphasizes the use of technology in facilitating collaboration. The CoLabo.Space platform integrates 
machine learning and knowledge mapping to enhance the creative process, clustering participants based on shared goals and 
ideas. In the "Everyday Heroes" project, participants used AI-driven tools to visualize collective aspirations for a better world 
while addressing the United Nations’ Sustainable Development Goals (SDGs). 
CoLaboArthon offers a dynamic model for interdisciplinary collaboration, combining art, science, and technology to inspire social 
change. Its innovative approach holds great potential for advancing digital humanities and socially engaged art through collective 
action and creativity. 
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Copies, duplicates, forgeries: surprises via similarity calculation 
 
ID: 313 / WS10: 8 
Tradition Archives Meet Digital Humanities II 
Keywords: Oral tradition, similarity recognition, duplicates, literary influence, authenticity 
 
Reliability, authenticity, and uniqueness are some of the most arduous and challenging issues regarding the historical documents 
of oral tradition in folklore archives. Here, authenticity refers to the character of different archival documents in relation to the 
historical oral traditions they are supposed to represent, while it has also been analysed as a scholarly ideology with cultural and 
political implications (Bendix 1997).  
The archival collections may include copies, edited versions, forgeries, and write-offs that are laborious to identify. Manual text-
critical processing of large corpora would often require superhuman knowledge of the details of the corpora, use of extensive 
reference materials, encyclopaedic knowledge of literary and cultural history, and a considerable investment of time. Often the 
fruits of this kind of work have been frustration and suspicion, blaming universal literacy for the destruction of the archaic culture, 
and sometimes leading to the downfall of intellectual or academic heroes into the dust of plagiarism. 
Computational identification of textual similarities does not automatically solve these kinds of problems but does allow the 
identification of relevant cases for further examination, especially when supplemented with analysis of metadata such as place 
and time of recording. Variations with simultaneous stereotypical or formulaic expressions are inherent in oral tradition (e.g. Foley 
1995; Harvilahti 1992). Texts that are too similar or too unique often indicate non-oral or non-traditional origins. In digitised 
corpora, the computational similarity analysis may facilitate the identification of texts that are excessively similar or unique, likely 
due to factors such as individual creation, copying, falsification, or literary origin. This allows researchers to test hypotheses 
about the character of archival texts and their collectors. 
Rather than being seen as (only) problems or issues, or as a reason to create unofficial "black lists" of songs, performers, 
collectors or publishers to be ignored in serious research, such incidents provide interesting insights into, for example, creativity 
in the oral tradition, complex oral-literary relationships (e.g. DuBois1996), networks of professional and amateur collectors (e.g. 
Mikkola 2013), different aims and ambitions of singers and recorders (e.g. Sarv 2012), and archival curation processes in different 
historical periods (e.g. Harvilahti et al. 2018).  
In our paper we present what we have discovered exploring the large oral poetry corpora of Finnic runosong tradition with the 
set of similarity detection methods developed in the course of the FILTER project (2020–2024; see e.g. Janiki et al. 2024; 2023). 
We invite participants to think along and discuss about the spectrum between uniqueness and full or close similarity within the 
tradition and archival collections, and how computational tools and methods enhance the understanding of the folkloric versus 
literary creativity. 
 
Bibliography 
 
Bendix, Regina 1997: In search of authenticity: the formation of folklore studies. Madison (WI): University of Wisconsin Press. 
 
DuBois, Thomas A. 1996. The Kalevala Received: From Printed Text to Oral Performance. Oral Tradition, 11/2, 270–300. 
 
Foley, John Miles 1995. The Singer of the Tales in Performance. Bloomington and Indianapolis: Indiana University Press. 
 
Harvilahti, Lauri 1992. The Production of Finnish Epic Poetry – Fixed Wholes or Creative Compositions? Oral Tradition, 7(1), 
87–101. 
 
Harvilahti, Lauri, Audun Kjus, Clíona O'Carroll, Susanne Österlund-Pötzsch, Fredrik Skott and Rita Treija (eds.) 2018. Visions 
and Traditions. Knowledge Production and Tradition Archives. Helsinki: Academia Scientiarum Fennica 
 
Janicki, Maciej, Eetu Mäkelä, Mari Väina ja Kati Kallio 2024. Developing a Digital Research Environment for Finnic Oral Poetry. 
Baltic Journal of Modern Computing 12(4), 535–547. https://doi.org/10.22364/bjmc.2024.12.4.15. 
 
Janicki, Maciej & Kati Kallio & Mari Sarv 2023. Exploring Finnic written oral folk poetry through string similarity. Digital 
Scholarship in the Humanities 38 (1): 180–194. https://doi.org/10.1093/llc/fqac034 
 
Mikkola, Kati. 2013. "Self-taught collectors of folklore and their challenge to archival authority." White Field, Black Seeds: 
Nordic Literacy Practices in the Long Nineteenth Century. Helsinki: SKS, pp. 146-157. 
 
Sarv, Mari (ed.). 2012. Regilaulu müüdid ja ideoloogiad. Tartu: EKM Teaduskirjastus.  
 
  



 

 197 

Werner Scheltjens 
University of Bamberg, Germany 

STRO 2.0 - Re-engineering Sound Toll Registers Online 
 
Wednesday, 05/Mar/2025 2:30pm - 3:00pm 
ID: 108 / Session LP 03: 3 
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Keywords: Sound Toll Registers Online, data modeling, fiscal history, re-engineering, refactoring 
The database Sound Toll Registers Online (short: STRO) contains millions of records that describe the commodities carried on 
ships passing through the Danish Sound between 1497 and 1857. STRO is based on a taxation register kept on behalf of the 
Danish Crown. This register has enjoyed significant historical interest as a unique source for early modern trade and shipping in 
Northern Europe. This traditional interest has also guided the digitization project. The current data model of STRO focuses on 
‘passages’ and ‘cargoes’, but does not fully capture the fiscal nature of the source. This hampers our understanding of the data 
in STRO. Most importantly, the current model offers little support for analysing STRO from the perspective of fiscal history. The 
paper argues that re-engineering STRO provides a first step towards overcoming this limitation, and describes how it is done. 
First, the data model is restructured around the concept of 'customs entries' to underline the fiscal nature of the source and new 
entities are created to normalize the model. Second, parts of the data schema pertaining to tax data are refactored to make the 
model more efficient and maintainable. These changes drastically reduce the redundancy and sparsity of the current database. 
While targeting key components of the original data model, STRO 2.0 simplifies data handling and support, paves the way for 
further normalization of the new data model and opens new avenues for innovative historical analysis. 
  



 

 198 

Raivis Sīmansons, Cory McLeod 
Žanis Lipke Memorial 

Žanis: Through Our Eyes. Multi-Plot Documentary for Virtual Reality. Presentation and discussion about 
digital Holocaust memory and immersive learning 
 
ID: 287 / WS02: 6 
Innovations and New Interactions through Digital Cultural Heritage in GLAM Sector 
Keywords: digital cultural heritage, innovations, co-creation, audience engagement, new forms of interaction, immersive 
learning 
 
Considering limitations in Holocaust learning posed by the post-witness era, the archival material and physical space where 
historic events took place proves to be the last authentication factor of Nazi crimes. 
The story of Žanis is a mosaic of the 55 people he rescued. Each person’s experience was different, and each rescue was its 
own uniquely harrowing endeavor. We learn the story of Lipke through the individual stories of the people he rescued and through 
historical sites where events took place. Each story is told through a first-person narrative, using original written and oral sources, 
and digital reconstruction of historical sites in 3D. 
These stories are inherently non-linear, with intertwining timelines, overlapping characters, and different points of view. Virtual 
Reality as a medium is also inherently non-linear, lending itself seamlessly to an immersive, choose-your-own-adventure 
narrative format. 
HANNA’S STORY is the first in this series. It recounts the experiences of Hanna Stern, who, at the age of six, was deported from 
Berlin to the Riga Ghetto with her mother, Sophie, and her older brother, Phillip. While interned at the Kaiserwald Concentration 
Camp, Hanna was saved by Žanis, who helped her escape and hid her until the end of the Holocaust. This story is 
based on a letter Hanna’s mother, Sophie, wrote to a lawyer representing their petition to the government of the Federal Republic 
of Germany for wartime compensation. The voiceover is read by Hanna’s daughter, Ilana Avimor. 
The expected outcome of presentation and discussion with digital humanities experts are eventual results from an impromptu 
front-end evaluation of a work in progress of this new VR production which features an experimental out-of-headset mode of 
presentation suitable for a group experience. 
https://zanisvrdoc.com/ 
 
Bibliography 
 
Daniela, L. (ed.). (2020). New Perspectives on Virtual and Augmented Reality. Finding new ways to teach in a transformed 
learning environment. Routledge. 
Verschure, P. (2021). Digital Holocaust Memorialisation. Digital Holocaust Memory, 2021. 
https://reframe.sussex.ac.uk/digitalholocaustmemory/online-discussions/ 
 
Verschure, P. M. J., Wierenga, S. (2021). Future memory: a digital humanities approach for the preservation and presentation 
of the history of the Holocaust and Nazi crimes. In: Holocaust Studies: A Journal of Culture and History. https://doi.org/10. 
1080/17504902.2021.1979178 
 
Walden, V. G. (ed.). (2022). The Memorial Museum in the Digital Age. REFRAME Books. 
https://reframe.sussex.ac.uk/the-memorial-museum-in-the-digital-age/  
  



 

 199 

Maria Skeppstedt1, Magnus Ahltorp2, Gijs Aangenendt1,3, Ylva Söderfeldt3 
1Centre for Digital Humanities and Social Sciences Uppsala, Department of ALM, Uppsala University; 2Language Council of 
Sweden, Institute for Language and Folklore; 3Department of History of Science and Ideas, Uppsala University 

Further developing the Word Rain text visualisation technique in a digital history project 
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Long paper (full-text) | 20-minute presentation with a 10-minute Q&A 
Keywords: Text visualisation, Digital history, Word embeddings 
 
The development of the Word Rain text visualisation technique started as a theoretical project, in which insights from previous 
NLP and text visualisation research were used for creating a visualisation that addressed some of the problems associated with 
the classic word cloud. In particular, the problem of the word clouds being unsuitable for the analytical tasks to which they are 
often applied within digital humanities — such as categorising words and comparing texts — was addressed. The next step in 
the development of the Word Rain visualisation technique consisted of applying the technique to real use cases. One of these 
use cases studied longitudinal content change in periodicals from diabetes patient organisations. This work, which was carried 
out in a (partly digital) history project, resulted in several features being added to the Word Rain visualisation, e.g., features 
related to word positioning, colour use and word prominence calculations. We here describe this work of practically evaluating 
and further developing the Word Rain text visualisation technique, as well as present and motivate the new features of the 
visualisation technique that the work resulted in. 
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This presentation focuses on methods and challenges in engaging communities in the development of digital archives, 
emphasizing the role of volunteering in document digitization at the Lithuanian Folklore Archives. 
Without a doubt, involving community in the process of preserving cultural heritage strengthens the bond between interested 
participants and their heritage, fosters the sense of inclusivity, and, last but not least, helps to promote the institution and its 
work. However, effective participation requires well-planned strategies that align both with the technical demands of digitization 
and with the capabilities (and personal motivations) of those who apply to volunteer. 
The key method is one on one meetings and training sessions between archivists and volunteers, as well as working with user-
friendly digitization tools. Nevertheless, maintaining consistent engagement is challenging, as well as ensuring data quality, and 
addressing the digital divide. We noticed that volunteers vary in technical expertise, requiring resource-intensive oversight, 
however, there is little room for the feedback, as most of the volunteers work just for a very brief period of time. Additionally, 
intellectual property concerns and responsibility for the equipment involved in the process of digitalization necessitate guidelines 
to safeguard both the Archive’s and community’s interests. 
I hope that by addressing these challenges, the physical involvement of the community members in the processes of archival 
digitalisation can become a sustainable model that not only helps to preserve cultural heritage, but also empowers people to 
explore their own connection with traditions and folklore. 
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Keywords: Machine Translation, evaluation, AI, AI appropriateness 
Machine translation (MT) has reached the stage where the technology can produce fluent texts in dozens if not hundreds of 
languages. What does that mean for how we use the technology? MT usage is sometimes divided into two categories: (i) 
gisting, for when the user needs to get an impression of the meaning of a text they do not understand. In this case an imperfect 
translation is often helpful. (ii) dissemination, in which MT is a step in production of a text that will be published (see e.g. 
Moorkens et al. 2024:153). When using MT to produce publishable texts, we can select between a number of approaches, the 
most common being unedited MT output and post-edited or post-corrected output. In the latter case humans edit a machine-
generated translation to an acceptable form. While post-editing usually results in more acceptable translations than unedited 
output, the efficacy is debated. The most important thing should be to convey the message clearly and effectively to readers. If 
using MT in any way fails to do that, its use should be reconsidered. Santy et al. (2021) suggest an interactive approach, using 
MT to suggest translations to translators as they are typing. They run an experiment where they compare translations without 
the use of MT, translations using post-editing and translations using interactive MT. They find that using interactive MT 
produces translations of similar or better quality than translations that don't use MT, in less time, while the post-edited 
translations are of less quality than the other two categories. 
European Perspective (EP) is an initiative by 20 European news broadcasters that aims to ``give citizens a window into the 
issues affecting Europe locally and globally; bringing audiences quality journalism in their own language.'' To reach this aim, 
content from the participating organizations is translated to other European languages using AI (see 
https://www.europeanperspective.net/home). 
Accompanying the translated stories is a disclaimer. It varies slightly between languages, but delivers the message that the 
text is ``Translated using Artificial Intelligence'' and in some cases the MT engine used is named. Sometimes the web pages 
showing the translated news stories contain a link to the original text, but sometimes they do not. 
I investigate news published by RÚV, the Icelandic National Broadcasting Service, within the European Perspective project in 
the months of August and September 2024. While the news agency announced, when launching their participation in the 
project, that all MT-generated text would be checked and edited, I find that almost half the texts have minimal changes and that 
the average quality of their texts is measured lower than the average quality of texts in other foreign news stories. 
While no reference translations made by human translators are available, I try to evaluate whether the edited MT translations 
published by RÚV within the European Perspective project are of less quality than human translated text. 
Following the evaluations I discuss the possible effects this has on readers, whether using AI to generate texts for publishing 
may be a risk for the news agency and how such possible risks may be averted. I discuss the choice of a translation service, 
how it should be used and why it is important to make an informed decision when such a service is selected. 
Furthermore, I discuss the need for an MT label (see discussion in e.g. Simard, 2024). Within the EP project there is no 
standardized label for indicating how the text was generated. I argue the case for it being a missed opportunity for the news 
agencies, as improper use of AI can lead to people losing trust in what they publish. It has been argued that all MT and AI 
generated content, which has not been changed to such an extent that a person can claim full responsibility for it, should be 
labelled. I set forward suggestions for how that could be carried out in order to make MT generated text more publishable. 
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In Pursuit of the Trivial 
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Keywords: Large Language Models, Icelandic, Automatic Question Answering 
We compare the performance of state-of-the-art Large Language Models on a recently released bench- marking set for 
automated question answering for Icelandic and compare it with performance on questions from an Icelandic trivia game. We 
find that the models perform worse for questions on Icelandic subjects, specifically Icelandic culture, but somewhat surprisingly 
do better on a trivia game for people than on the benchmark set meant for language models, built around data that the model 
has seen during training. We also call into question some aspects of the benchmarking set and discuss what playing trivia 
games can tell us - if anything - about the capabilities of these models. 
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Technological developments at the beginning of the 20th Century influenced work in the various public areas, including 
education. This research explores the implementation of films as innovative educational tool in Latvia (1920s-1930s). At the time 
media education was developed and implemented in the educational process in accordance with similar initiatives in other 
European countries. Many countries, including Latvia, introduced the concept of Kulturfilm (“cultural film” or “educational film”). 
To provide a modern education in Europe, teachers had to acquire the necessary technical skills, the psychological foundations 
of film use and didactics. The guiding research questions are: what were the characterizing factors of the film inclusion in the 
educational process and which childhood discourse in the inclusion of films in education was dominant in Latvia in the 1920s 
and 1930s? The research method is a source analysis, which includes the source criticism and interpretation stages. The 
implementation of films as innovative educational tools is discussed in relation to the culture, leading ideas and ideology of the 
era by analyzing two different written source groups including periodicals selected through the Digital Library of Latvia and policy 
documents currently stored at the Latvian State Historical archive. For source interpretation, the key categories were defined: 1) 
the institutional approach; 2) foreign experience; 3) film as an educational tool; 4) film demonstration outside of schools; 5) 
provision of projectors and film demonstration in schools. As a result, the work reports the main aspects of the implementation 
of educational films as teaching tools promoting innovative teaching methods in Latvia in the 1920s and 1930s by analyzing 
those through the dominating childhood discourse at that time. 
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Multimodal Large Language Models (MLLMs) are gaining interest as potential tools for automating multimodal data annotation 
in digital humanities, helping to expand annotated corpora, which are essential for enabling large-scale analysis of multimodal 
communication. MLLMs are an extension of generative Large Language Models, able to process multiple data modalities, such 
as text, images, and audio. By integrating information across these modalities, MLLMs are able to perform tasks such as image 
classification, captioning, and visual question answering. 
This study explored GPT-4o, a state-of-the-art MLLM, for classifying diagram types, such as cross-sections, cycles and networks 
and examined how different prompting strategies, including zero-shot, chain-of-thought (CoT), and few-shot prompting, affect its 
classification performance. In the few-shot condition, the model received a labelled image example from the target category, 
allowing it to compare new inputs against a visual reference. 
The results show that few-shot prompting led to better classification performance than zero-shot and CoT, suggesting that labeled 
visual examples improve the model’s ability to classify inputs. However, performance remained weak across all prompting 
conditions, highlighting the model’s limitations in processing image data. 
Firstly, the model seems to lack the ability to correlate high-level concepts with visual patterns. Moreover, the model struggles 
to distinguish nuanced structural variations between diagrams that have more ambiguous features. Additionally, even with the 
visual example the model fails to recognise key features that distinguish various diagram types. 
These findings suggest that while prompting influences MLLM performance, the improvements remain limited. Although providing 
more examples might improve performance, model fine-tuning or architectural enhancements may be necessary to make these 
models useful for multimodal annotation. 
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In the age of one-minute, stimulus-rich videos, it is a major challenge to capture people’s attention with scientific topics. Scholars 
working in humanities are often unable to present historical, literary and linguistic research based on sources held in public 
collections in an engaging way. The ars poetica of digital philologists at the National Széchényi Library in Budapest claims that, 
paradoxically, it is the digital humanities branch of philology, whose analogue counterpart is an isolated discipline within the 
humanities, that can help reach non-academic audiences and connect them with researchers working with fundamentally 
analogue methods. Our paper claims, that one of the best ways to coming out of the ivory tower is possible through data 
visualisations. For this very reason, the focus will be on the role of visualisations in our work on dHUpla, the platform of Digital 
Humanities Centre (DHC), as well as the tools that bring these visualisations to life. 
Since the establishment of the DHC in 2020, our fundamental aim has been to raise awareness among researchers and the 
general public about the manuscript material in public collections, and the unique items in the collection of the National Széchényi 
Library (NSZL). The used corpus usually consists of writers’ and intellectuals’ correspondence, and other historic sources, which 
will be expended with more sources (for example egodocuments, just like diaries, lecture notes and testaments). The paper will 
introduce our workflow (Collecting resources, Structuring data, Setting parameters, Export and Display, Finalizing data structure, 
Publishing) which may provide guidance to GLAM sector institutions to create graph-based, online, and freely accessible 
visualisations of large data sets. 
Through their dual function, data visualisations can be an effective tool for the promotion of science and culture. Data stored in 
databases (catalogues, library databases, tables, knowledge repositories) can raise new questions and new perspectives in 
research through an impactful visual representation. Based on the correspondence, data visualisations reconstruct the 
relationship system of a person in focus, revealing previously unknown characteristics and aspects. So far, we have chosen 
important, well known and/or more forgotten figures of Hungarian culture and history such as writer Zsigmond Móricz (1879-
1942), poet Sándor Petőfi (1823-1849), literary journal editor József Kiss (1843-1921), and the founder and patron of our library, 
Ferenc Széchényi (1754-1820). The finished data visualisations of their correspondence show, for example, how many people 
wrote letters to Ferenc Széchényi in Hungarian at the beginning of the 19th century, or how many letters were written by men 
and women to József Kiss, the famous editor, and how many of these were professional letters. The paper give insight, what 
kind of information and how can be derived from visualisations and how can be used in academic research and in public 
education as well. The interactive, searchable graphs, family charts and maps link our texts published on dHUpla together, and 
can be used as tools in games such as our virtual escape room ‘The journey of the manuscript’, which will be presented in this 
paper. Finally, our brand-new initiative to reconstruct Mór Jókai (1825-1904), one of the most famous Hungarian writer’s garden 
with AI (based on objects, manuscripts, graphics) will be introduced, showcasing NSZL DHC’s multidimensional program in 
knowledge dissemination. 
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Introduction 
Large scale cultural data is subject to quantitative patterns, which in many cases lend themselves to measurement and 
interpretation. Representation and selection biases are among the most important factors producing those patterns. One 
particular example is unequal representation of geographical locations in the media. The ability to pinpoint and quantify it can 
give essential insights into the underlying normative worldview of the media-producing society. 
While geographical and spatial biases are present at all spatial scales, from continents to neighbourhoods, cities form a natural 
probe to study representation of geographical space in historical media. Cities are numerous, their size is relatively well-defined, 
spans multiple orders of magnitude, and is reasonably well-documented historically. Recent influx of ideas from complex systems 
theory into urban science, especially the idea of urban scaling [1-5] provides a useful conceptual framework for understanding 
the city representation. 
We develop a general procedure for extracting insights regarding the representation of geographical space in historical media 
from the data on how cities are mentioned in a historical news corpus. Our method consists of following feedback-loop-forming 
steps: (i) formulation of a hypothesis about parameters governing city representation; (ii) calculation of the parameters of the 
hypothesis by minimization of an explicitly defined loss function, (iii) elimination of irrelevant parameters based on a 
predetermined information-theoretic criterion, and (iv) correction of the hypothesis based on qualitative analysis of the outliers. 
We exemplify this procedure by the systematic study of the corpus of Soviet newsreels ``Novosti Dnya'' (News of the day)[6]. 
Newsreels -- short news films shown in cinemas before the feature film -- were influential means of depicting the world in the 
20th century. Throughout almost all history of the Soviet Union, the newsreels were heavily censored. Their content thus reflects 
the prescribed worldview, the set of topics, places and individuals, which were considered appropriate to be presented and 
discussed in an official source. They provide therefore an interesting glimpse into the history of the Soviet Union and its political 
and media culture. 
Despite the official Soviet ideology of equality, interconnected social and spatial hierarchies were at the core of the Soviet system. 
These hierarchies originated in both the political ideology and the pragmatic considerations of usefulness for the state and where 
entangled with spatial hierarchy with Moscow at the very top[7-9]. Meanwhile, representation of the outside world was determined 
by current politics, and its shifting tendencies of isolationism or expansionism [10-11]. 
Methods 
The method we develop here aims to extract the quantitative estimates of the factors determining the frequency of mentions of 
the cities in a robust and reliable way. Input consist of a list of N cities with the numbers of times ni (i = 1,..., N) they are mentioned, 
and a hypothesis, i.e. a rule defining the expected number of mentions of each city mi (i = 1,..., N) . The observed number of 
mentions is then interpreted as a random number with average mi [12], allowing to construct a loss function -- a mathematical 
expression of how unlikely is to see the observed number given the expected one. By minimizing this loss function we can 
optimize the parameters of the hypothesis. Moreover, we add two procedures to systematically improve the hypotheses: one 
avoids overfitting by removing irrelevant parameters (see [13]), another allows, by qualitative study of outliers, i.e. cities for which 
expectation is most diverging from observation, to include additional aspects, which are initially overseen. 
Data 
We use the corpus of the Soviet Newsreel ``Novosti Dnya'' (News of the Day) [6], consisting of over 1700 short films, split into 
12,707 stories with short text outlines [14]. The corpus is almost complete for 1954--92 with some additional issues from 1944-
53. Cities are included in the list of cities of interest if they exceed a preset population threshold [14]. The mentions of each city 
where manually classified by fluent Russian-speakers into 5 categories: (i) direct mention of a city and city-dwellers, (ii) mention 
of organizations and industrial enterprises located in the city and named after it, (iii) mentions of the region surrounding the city, 
and organizations located there, (iv) entities named after the city but located elsewhere, (v) homonyms and coincidences. Only 
mentions of type (i) and (ii) are included in the analysis. 
Results 
We construct a series of models explaining representation of the cities separately inside and outside the USSR. We start with a 
hypothesis that city representation is determined by its population, and repeatedly refine this hypothesis by studying the 
outliers, while simultaneously pruning out irrelevant variables to avoid overfitting. 
We find that cities inside USSR are mentioned much more (by a factor of several hundreds) than similar-size cities outside, in 
both cases representation on average grows superlinearly with city size: doubling the size of a city leads to approximately 2.3 
times growth in representation.  
For Soviet cities there are 7 city specializations which statistically significantly change the city representation, 5 of them -- 
being a capital of Union-level republic, being a port on the Black, Baltic sea or the Pacific coast, having a huge (>2 MW) 
hydroelectric dam, a full-cycle steelwork or a non-ferrous metallurgy plant -- boost the number of mentions by 55% - 110%, 
while 2 others -- being a capital of autonomous national republic inside Russia proper and specializing in coal-mining -- 
suppress the number of mentions by 25-40%. 
Moreover, there are geographical parts of the Soviet Union, which are systematically over- and under-represented, the former 
being Northern Kazakhstan and the close vicinity of Moscow, the latter being Western Siberia, Volga Region, Eastern and 
Central Ukraine, but most prominently Donbas, Western Urals and Asian republics of the USSR (except for Georgia and 
Northern Kazakhstan). 
The dataset for foreign cities is more sparse. However, we were able to identify two main factors: the capital status of a city 
and its geographical location. Interestingly, boost for the capital status depends on the population of the corresponding country: 
capitals of larger countries get a larger boost. In terms of geographical location, we expected to see different levels of 
representation for socialist, developed capitalist and developing countries. However, the optimization resulted in a more fine-
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grained picture: while optimization algorithm indeed grouped developing countries into a single bucket, it split socialist and 
capitalist camps into four groups each.  
That is, cities of the most loyal socialist countries (Bulgaria, Czechoslovakia and Mongolia) are mentioned roughly 60 times 
more than equivalent-size cities in the developing world, those in Poland, East Germany and Hungary -- 35 times more, while 
cities from non-European socialist countries (except Mongolia) and from ``problematic'' Yugoslavia and Romania -- only 15 
times more. In turn, cities from USA, Canada and Australia are mentioned 2.5 times more than developing world equivalents, 
those in most of capitalist Europe - 4.5 times more, and those in neutral Finland and Austria - amazing 75 times more. Finally, 
socialist China and capitalist Japan show now over-representation at all compared to the baseline of developing countries.  
Discussion 
Full interpretation of these biases needs further qualitative analyses of the corpus, coupled with other topical historical sources. 
However, we observe the following important repeating motives. 
Our corpus shows a clear hierarchy of representation with the Soviet Union on top, followed by the Socialist block, the developed 
capitalist world and, finally, the developing world. Representation of cities grows superlinearly with city population, indicating 
positive agglomeration effects, and is boosted by a capital status. 
Contrary to the messaging of the official Soviet ideology, which emphasized equality of nations and anticolonial movement, the 
silently sold Soviet worldview is heavily centered on Europe being in the role of a privileged or hierarchically higher "Other''[15]. 
In agreement with previous qualitative observations [7,9,16,17], we find that European countries (both socialist and capitalist) 
are mentioned more than their counterparts elsewhere, while western regions of the USSR are mentioned much more than 
Central Asia and Southern Caucasus. 
Some particular regions and branches of heavy industry have an outsized ideological importance. Regional examples are 
Northern Kazakhstan inside the USSR, the most loyal countries of the socialist block, and, most strikingly, the two neutral 
capitalist countries, Austria and Finland. 
Seemingly, Soviet worldview deliberately avoids mixed and intermediate cases and situations: while a trait is celebrated and 
emphasized in its fully developed form (superlarge dams, Far East location, Union-level capital status), intermediate forms of the 
same trait (medium-sized dams, location in West Siberia or Urals, capital of a lower-level national autonomy) are often under-
represented. Possibly a similar mechanism is behind the under-representation of Eastern and Central Ukraine: while Eastern 
Europe, including republics of the Soviet Western frontier, is overwhelmingly important for the Soviet worldview, Eastern and 
Central Ukraine with its mixed Ukrainian-Russian population might seem neither fully Eastern European nor fully Russian. If true, 
the interplay of these two factors: over-fixation on Eastern Europe and denial of the fact that Ukraine fully belongs to it, might be 
instructive in understanding the worldview which led to the current Russian aggression against Ukraine. 
While studying a particular example of a Soviet media corpus, we develop a general approach to extracting information on 
geographical biases from historical news corpora. The suggested procedure combines quantitative and qualitative steps into a 
single feedback loop, allowing to systematically refine hypotheses about relevant factors and to measure biases in robust 
quantitative way. The methodology developed here can be used for the analysis of multiple other datasets and hopefully will 
become a standard in the field. 
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We present Sardin, a Swedish speech-oriented text processing system designed primarily to prepare text for text-to-speech 
(TTS) synthesis. Sardin processes input documents in XML, EPUB, or TXT formats through multiple modules, ultimately 
producing an SSML string suitable for use with TTS systems and similar applications. This paper highlights potential 
applications for Sardin and serves as a demonstration, providing brief descriptions of the system's modules alongside 
illustrative examples. The modular nature of Sardin makes it suitable for a range of research and development tasks outside of 
pure TTS synthesis, which is also exemplified in the demonstration. 
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How can we sustainably build digital scholarship infrastructures that serve their communities while encouraging co-ownership 
and development input? This question is addressed through examining READ-COOP, the first platform cooperative to develop 
and host its own AI and Machine Learning tools. READ-COOP is a European Cooperative Society hosting Transkribus, an 
Automated Text Recognition platform that unlocks historical documents with AI, winning the European Union's Horizon Impact 
Award 2020. By November 2024, it had 229 members from 35 countries, including leading libraries, archives, and universities, 
co-owning an infrastructure that has generated accurate transcriptions of over 100 million digital images of historical texts, with 
more than 300,000 registered users. 
READ-COOP and Transkribus emerged from two European Commission funded projects. TranScriptorium (2013-15, €2.4m) 
produced the Machine Learning pipeline for generating accurate transcriptions from digital images of historical texts. The 
Transkribus Graphical User Interface launched in 2015 as a downloadable Java-based client programme. The Recognition and 
Enrichment of Archival Documents (READ) project (2016-2019, €8.2m) further developed the service as a technology hub. By 
2019, after €10.6m in funding, the platform achieved Character Error Rates below 5% for handwritten text and 1% for print 
material. 
In the current landscape, social, political, and economic dimensions of data are controlled by few monopolies focused on capital 
accumulation and extraction. However, READ-COOP demonstrates that cooperative infrastructures can provide an alternative 
to extractive shareholder-oriented capitalism. The cooperative model supports democratic decision-making while enabling 
revenue generation for infrastructure and service improvements. 
The cooperative approach is particularly suitable for digital infrastructures initially developed through public funding, provided 
they have a substantial, defined, and engaged user base. This model represents a significant shift in how we conceive, 
implement, and sustain systems, advocating for a more democratized technology landscape. Cooperatives, though underutilized 
as a legal framework and business model, show potential for funding specific digital infrastructures and supporting the creation 
of trustworthy, responsible AI in various settings beyond the creative and cultural heritage sector. 
READ-COOP's success provides a blueprint for establishing other cooperative digital infrastructures and suggests an alternative 
future for responsible AI cooperatives. This approach could be particularly valuable for digital scholarship, digital cultural heritage, 
digital humanities, and AI tools, products, services, and platforms. The cooperative business model offers a promising alternative 
to traditional funding structures, especially for projects transitioning from public funding to sustainable operation. Through READ-
COOP's example, we see the potential for cooperative models to create and maintain digital infrastructures that truly serve their 
communities while ensuring long-term sustainability and ethical governance. 
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Social Media challenges the rigid institutional format of the art market, where beginners or amateurs are traditionally deprived of 
certain privileges of the artistic community and must compete for their right to belong in the industry by jumping through certain 
hoops (exhibitions, grants, tiers of official education, peer recommendations etc.). Social networks can make executing, exhibiting 
and selling art easy: create and upload, show the world and make a sale: with no curators, museums, or institutions involved. To 
study the issue further and compile it in the form of an article-based PhD dissertation author aims to explore three different 
perspectives of creatives and their relationship with Social Media: practices of Social Media use among the Nordic visual and 
audiovisual creatives, author’s own art-project- based experience; and how Estonian practitioners experience Social Media within 
their work. 
This In the year 2006, P. Weibel expressed a view that new media has impacted the entirely new art situation, including traditional 
arts: “No-one can escape from the media.” In the year 2023 this can be rephrased as “No-one can escape from the social media”, 
as we enter a new era where having a digital artistic identity becomes natural for the creative practitioner. 
Visual and audiovisual materials (including, but not limited to graphics, sound compositions, videos and clips, recordings of 
transmitted installations and performances) are currently the most shared elements in Social Media (SM). [1] The rapid expansion 
of the latter brought a paradigm shift in the domain of audiovisual arts, influencing creation, exhibition and curation of art. Roles 
that in the traditional art world, were reserved for those with advanced degrees in art history, are now accessible to members 
who have no prior knowledge or education in arts. [2] Previously a “niche” discipline, based on the Institutional Theory of Art 
introduced by A. Danto [12] and developed by G. Dickie [13] where museums acted among the main venues of the 'gate-keeper' 
system that distinguished between high and low art [3], isolated from mainstream and accessible only by a limited circle of 
insiders and enthusiasts, it is now being exposed to the world and transformed by accelerating technological progress, where 
the secondary activity of networking is absolutely vital. [4] Year 2014 was a turn-around point for Social Media being used as an 
art platform and art medium at the same time. The installation “New Portraits” by Richard Prince consisted of enlarged photos 
from the artist's Instagram feed and created opinion-rich resonance when photos started selling for as much as 100,000$ at 
Frieze Art Fair New York. [5] 
In the same year Amalia Ulman created a performance “Excellences & Perfections “, that lasted several months and gathered 
an audience of 90000 followers. She has created what critics heralded as the “first Instagram masterpiece” and in 2016 the piece 
was included in a group show at Tate Modern, “Performing for the Camera”, making her the first Social Media artist to enter a 
top institution. [6] Already, a couple of years later, in 2016, over 80 percent of all Generation Y art buyers bought fine art online, 
with almost half of online buyers using Instagram for art-related purposes [8]. Looking at the worldwide examples one may 
wonder about the state-of-the-art in Nordics and Estonia in particular. 
This study uses Nordics as a contextual background including the following countries: Iceland, Norway, Denmark, Sweden, 
Finland and then focuses on Estonia in particular. Estonia is a country with a small density population but is one of the leading 
countries in Europe in digital literacy and Internet penetration among the population [9], hence the use of Social Media within the 
population is quite advanced - in the tear of 2017 around 72% of Estonian Internet users were also using Social Media [11]. The 
Creative Economy of Estonia has a considerable socioeconomic dimension, according to Josing et al. (2022) around 28,300 
employees worked in the creative industries sector in 2019 in Estonia, which made up 4.2% of employed persons in Estonia. 
One might speculate that social media may positively contribute to artistic publicity, increased attention to one’s works, better 
sales and export of talent. It also has the potential to lessen the pressure to interact with traditional art market actors such as: 
various artistic associations and clubs, formal education institutions, curators, art critic communities, museums and exhibition 
spaces, distributors of grants and hence, provides more artistic freedom and less pressure to chase the traditional artistic career 
paths. 
This research is aimed to gain a better understanding of state-of-the-art and explore how Social Media affects Estonian Creative 
Economy (with focus on Audiovisual sub-sector) and how local creatives use social networks (Instagram, Facebook, TikTok, 
Twitch etc.) to create, exhibit and profit from their art. Following research questions are being explored: 
RQ1: How is Social Media used among visual and audiovisual creatives in Nordics? 
RQ2: How is the process of creating and promoting an art project on social media reflected in personal experience through an 
autoethnographic lens? 
RQ3: How is Social Media used among visual and audiovisual creatives in Estonia? 
This research has the potential to serve the interest of multiple stakeholders. Some of the Estonian academics point to the need 
for more scholar interest towards local creative industry [14] and the same sentiment is shared on a governmental level within 
the framework of “Kultuur 2030” development programme [15]. It is also on par with the European Commission's flagship 
programme to support the culture and audiovisual sectors “Creative Europe” [16], where both academic research activities and 
audiovisual sector are given special attention. 
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Introduction 
Social media poses a challenge to the entrenched institutional framework of the art market, which historically was a “niche” 
discipline, with museums among the main venues of the 'gate-keeper' system that distinguished between high and low art 
(Varnedoe et al., 1990). The advent of social media presents a paradigm shift by affording individuals the capability to create, 
exhibit, and sell artwork by simply disseminating content online, thus circumventing traditional gatekeepers such as curators, 
museums, and institutions. At the same time, contributors are also challenged with the stigma of use of social media - narcissism 
being among the motives (Nabi, 2017). 
The creative industries constitute a significant component of the Estonian economy, employing approximately 4.2% of the 
population in 2019 (Josing et al., 2022), with the industry players increasingly integrating digital technologies into artistic practices 
(Bauters et al., 2023). The ways local artists communicate with spectators of their art are also gradually expanding to the digital 
space: many established contributors to the Estonian creative economy, such as pop-musicians Nublu and Tommy Cash or 
visual artists Mark Kostabi and “Estonian Banksy” graffiti artist Edward von Lõngus, now have either dedicated web pages or 
social media accounts in an attempt to stay closer to their audience. Estonian artists are gaining an increasing presence and 
leverage in Estonia and abroad, promoting political causes and social issues, and thereby become political influencers (Riedl et 
al, 2023). An urban art performance, “Hetk” (“Moment” in Estonian), launched in February 2024 by Estonian artists Estookin 
Andreen and Rebeca Parbus, sparked numerous heated discussions across social media platforms such as X (ex-Twitter), 
Facebook and others. They presented manipulated images of Tallinn city urbanistic locations using Adobe Photoshop, portraying 
post-war buildings engulfed in smoke and damage (Soans et al., 2024) next to the actual locations. This "before and after" 
comparison juxtaposed real-life scenery with a somber depiction of a potential wartime scenario. Authors encountered both 
critiques and support for their bold ways of artistic expression (Aadli et al., 2024), illustrating the potential of Estonian artistic 
influence to resonate with both domestic and international audiences. 
Methodology 
This paper aims to provide an explorative outlook on how social media is used among Estonian art practitioners. The study is 
based on 12 semi-structured qualitative interviews with audiovisual artists who reside for at least 1 year for work or study 
purposes and engage in creative practices in Estonia. The interviews contained 11 questions aimed to investigate the 
inclinations and aversions of local creatives regarding their selection of social networking platforms, along with the underlying 
rationale for using those. Additionally, it explores the objectives for which social media is used in the creative context. The last 
question of the interview prompts discussion on whether social media serves as a complementary tool to conventional art 
market or constitutes a disruptive competition. 
All interviews were recorded and later transcribed for analysis. Each participant signed a consent form prior to the interview. 
During transcription, the interviewees were anonymized and assigned abbreviations EC (Estonian Creatives) 1–12. Thematic 
analysis was used for transcriptions and finding common thematic elements across research participants and the events they 
report (Riessman, 2005). 
Results and discussion 
The ages of interview participants ranged from 20 to 47, with a gender ratio of 7 males and 5 females. Of the 12 participants, 8 
were born and raised in Estonia, while 4 originated from countries including Turkey, Georgia, the United States, and Germany, 
having resided in Estonia for durations ranging from 2 to 8 years. Regarding formal art education, 8 participants held a 
bachelor's degree or higher, 2 were in the process of obtaining their first degree, and 2 had no formal art education but were 
actively practicing in the field. 
The fields of artistic practice included new media, arts and performing arts, music composition, multimedia art, visual arts, 
painting, mixed media, digital and audiovisual art, music and singing, photography and video, interaction design and creative 
research, interactive and visual design, graphic design, 3D design. When asked whether they would consider themselves 
professionals, 8 participants identified as professionals, 2 felt they were still at the amateur level, and 2 placed themselves 
somewhere in between. Years of experience in the field of practice ranged from 2 years to 32 years. 
All of the participants were using at least one social media platform in relation to their creative practices for the following 
reasons: active self-promotion (6), keeping an online portfolio (5), networking with peers (5), to observe the work of other 
creatives (3), informing or to be informed about art related events (3), for self-education (1). 
Estonian creatives named following social media platforms that they use in relation to their artistic practices: Instagram (10), 
Facebook (8), Telegram (3), LinkedIN (3), Whatsapp (2), Discord (2), X aka ex-Twitter (1), Dribble (1) and Tiktok (1). Peculiar 
lack of TikTok use was explained by concerns about platform's security, low quality of content and time-consuming nature of it. 
"Thinking of TikTok, but it feels like committing to making yourself onto a brand, I am not sure I want this." - EC5 
Positive aspects of Social Media use 
When asked about how social media positively impacts the artistic practice participants mentioned following aspects: by 
facilitating communication, networking, and knowledge sharing. 
"I think I gain knowledge, I read about a certain tips, techniques. Sometimes I compare myself to others - but I can see it as a 
motivation." - EC7 
Artists also use it to showcase their work, promote events and courses, and engage with professional communities for advice 
and collaboration. It provides immediate feedback from a global audience, eliminating the need for traditional gatekeepers like 
galleries. 
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"You get the feedback immediately and from people all over the world. You dont need a gallery permission to show your art to 
the big amount of people. You can just post it online. I have about 500 followers, so 1 click and at least 300 people will see it, 
and will like it." - EC5 
Many artists find inspiration, gain new perspectives, and use social media as a tool for professional growth, self-promotion, and 
documentation of their creative journey. Additionally, it serves as a platform for securing custom orders, comparing progress with 
peers, and staying informed about industry trends. 
"I participate in professional groups to network or consult with others. I once asked a question about a very specific topic in 
Facebook and got so many answers! It is incredible, how much time can save consulting with the community, rather than just 
using Google by yourself." - EC2 
Negative aspects of Social Media use 
Interview participants were also eager to share their frustrations, doubts and fears related to the social media use. The pressure 
to consistently produce and post content can feel overwhelming, shifting the focus from artistic expression to content generation. 
"I see others struggle with the tempo, you need to generate content faster and faster. You cannot just post your art piece anymore 
- you need to create teasers, to show the process, to make one piece into several reels or stories or posts." - EC6 
"You have to produce the content all the time, so your exposure rates would stay the same, would not drop lower. This is 
frustrating." - EC8 
Negative feedback can be discouraging, and constant comparison with highly polished professional accounts may lead to self-
doubt. 
"Sometimes it is a double-edged sword, people who inspire me, sometimes I feel intimidated by that level of their work, compare 
myself to them." - EC10 
For some, not being active on social media feels like invisibility, adding to the pressure. 
"Pressure to be on social media. If you are not on social media - you don't exist." - EC7 
The last question inquired about democratization of an artistic industry via social media, as contributors without formal art-
education can produce, disseminate and sell their works with the same success as institutionally educated professionals. The 
question sparked polarized opinions: while social media indeed offers exposure, networking, and alternative learning paths, it 
also raises concerns about the devaluation of formal education and artistic skills. Some participants, especially those with musical 
and composing background, believed that true mastery requires structured training, while others argue that talent and 
persistence can lead to success without formal education. Social media democratizes access to the art world, making it possible 
to showcase work globally without the barriers of traditional galleries or institutions. However, this accessibility can feel like a 
threat to educated professionals who have invested time and money into their craft. 
Through our research we aim to partially compensate lack of studies of Estonian creative economy (Mäe, 2015) and offer insights 
that can potentially be also relevant for further generalization in the Nordics. This paper aims to initiate discourse surrounding 
social media utilization among Estonian creatives while acknowledging the inherent constraints associated with conducting 
research within a small-population country. Future studies could extend to broader samples and engage audiences beyond 
Estonia, thereby enriching the scope and generalizability of findings. 
Conclusion 
In our article, we present an introductory glimpse into how Estonian creatives use social media for their creative practices. We 
discover the most popular platforms among the local audiovisual artists to be Instagram and Facebook. The motivation for using 
social media varies—while some actively use it to upload and share their artistic content, others take a more passive approach, 
observing local colleagues and the international artistic community. Being informed about artistic events or promoting them was 
also mentioned as one of the most common uses of social media. Interviewees described social media as a "double-edged 
sword" or a "two-sided coin," emphasizing that it cannot be seen as purely positive or negative within the Estonian creative 
economy. Polarized opinions were also voiced regarding social media disrupting the traditional art market paradigm and rapidly 
democratizing it, blurring the lines between self-taught and formally educated local artists. 
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Keywords: Blockchain, Non-Fungible Tokens, Digital Art, Creativity 
 
Until recently, digital art was perceived as something of secondary value compared to the physical artistic artefacts. One of the 
reasons for that being its predisposition for duplication and hence the inability to assign “original artwork” label to the digital file 
and represent it as a unique object on artistic market. But the rapid pace of popularization of blockchain technologies in creative 
communities through the use of Non-Fungible Tokens has a seeming potential to change the perception of digital art. The 
ERC721 standard sets a precedent for authentication and traceability of digital artworks suggesting that the old paradigm might 
shift, and digital art will gain value and attention comparable with traditional fine art. In this article we discuss the problematics of 
digital art representation on art market and the issue of digital creations’ pricing. We use photo stocks and print-on-demand 
platforms as an example for pre-NFTs digital art monetization. We then discuss the changes caused by Non-Fungible Token 
blockchain technology in the digital art market in recent years and the implications that come with the change. We then illustrate 
theoretical tenets with expert interview that suggest that while successful NFT projects offers publicity and profit to the creators, 
the level of complexity and unpredictability of results sets a high bar for entering the market. 
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Classification of Instrumental Folk Music Recordings with Machine Learning 
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The analysis of traditional folk music often involves labor-intensive manual processes, such as transcription by hand, limiting 
the ability to explore large archival collections. As digital archives of folk recordings continue to grow, there is a pressing need 
for automated approaches to organize, classify, and understand these culturally significant materials. This study explores the 
potential of machine learning techniques to address these challenges, with a focus on practical methods for analyzing audio 
recordings directly without relying on transcription. 
Machine learning models operate by identifying underlying structures and relationships within audio features, enabling the 
automatic classification of folk music recordings into distinct groups based on their melodic, harmonic, and rhythmic properties. 
While these models work with complex, latent patterns that may not be directly interpretable by humans, they facilitate efficient 
handling of vast datasets and help uncover trends that would otherwise be challenging to detect. This approach also aids in 
identifying inconsistencies within digital archives, such as mislabeled or duplicate recordings. 
The Estonian Folklore Archive, with its rich collection of nearly 10,000 recordings from the 20th century, spanning multiple 
regions and time periods, provides a valuable testbed for this research. The recordings, captured using diverse equipment 
from early phonographs to modern digital recorders, exhibit significant variability in quality and timbre, reflecting the 
technological and cultural diversity of the archive. 
This presentation outlines preliminary findings and ongoing work to evaluate machine learning's applicability to 
ethnomusicological research. By automating the clustering of audio recordings, this approach seeks to complement human 
expertise, enabling researchers to explore cultural heritage more comprehensively and at scale. While results are still 
emerging, this work aims to demonstrate the potential of these methods in advancing the study of traditional folk music. 
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Web archives contain petabytes of data with great potential for utilisation in research and knowledge-production. However, 
scholars have described significant problems to work with web archives, due to a range of technical and legal issues. Currently, 
the lack of dedicated research infrastructures and services to work with web archives at scale leaves many of these huge data 
repositories inaccessible to researchers.[1] 
In 2025, we will launch WebData: a project to build a state-of-the-art research infrastructure for the Norwegian Web Archive 
(NWA). Funded by the Research Council of Norway, WebData will provide search in full-text and metadata, access to collections 
as data, and quality resources for computational analysis of the web archive collection. The aim is to build a user-friendly platform 
for scholars, students and others in need of finding, discovering, retrieving and analysing data from NWA, adhering to FAIR 
principles.[2] 
The poster will present the main activities of the WebData project for 2025-2029: 
- Building a data platform for searching, exploring and retrieving data with search in full-text and granular metadata, 
- Ensuring user-oriented development by assessing scholarly problems and needs, 
- Data enrichment with high-quality annotation, facilitating NLP-based analysis like named-entity recognition (NER), event 
detection and sentiment analysis, 
- Building a pipeline to pseudonymise sensitive personal data, providing access to data that would otherwise be restricted 
- Improving detection of Indigenous languages (Sámi and Kven) and representation of Indigenous content in the Norwegian 
Web Archive 
- Trainings with scholars and students, in cooperation with universities 
The poster will include an overall timeline for the WebData project for the period 2025-2029. It will also present how scholars 
can contribute to its development, and depict how scholars can expect to benefit from the infrastructure when the WebData 
research infrastructure is production-ready. 
The WebData project is led by the National Library of Norway (NB), with the University of Oslo (UiO), The Arctic University of 
Norway (UiT) and the Norwegian Computing Center (NR) as partners. 
Endnotes 
[1]: Maemura (2023): 1–14; Tønnessen (2024); Brügger (2021): 217–24. 
[2]: ‘WebData: Research infrastructure’ (2023); Research Council of Norway (2024). 
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Aims & Objectives 
The main aim of this presentation is to share how CLARIN ERIC, a European Research Infrastructure dedicated to making digital 
language resources and technologies accessible to SSH research communities, educators and cultural institutions, managed to 
gradually develop a network for educators, trainers and researchers to support each other and share resources in DHSS/DHCH 
training events, summer schools and workshops. After briefly introducing the CLARIN trainers’ network and discussing the 
challenges encountered to make this network sustainable, the presentation will focus on the experience of the CLARIN Italian 
node with developing a training infrastructure platform for their community to support modern teaching practices while managing 
training materials according to the FAIR principles: Findable, Accessible, Interoperable, and Reusable. More specifically, the 
presentation will share how we applied the FAIR-by-Design methodology proposed by the Skills4EOSC project to reuse and 
adapt existing learning content from the CLARIN Learning Hub for other teaching contexts and target audiences. 
The modular aggregation of training materials, supported by the FAIR-by-design methodology, allowed us to adapt single 
modules to specific academic courses. For example, the CLARIN-IT consortium applied the Skills4EOSC methodology to adjust 
the UPSKILLS course "Introduction to Language Data: Standards and Repositories" within the Humanities and Cultural Heritage 
Italian Open Science Cloud project. Originally compliant with FAIR principles, the course provides BA/MA linguistics students 
and instructors with resources and activities on managing linguistic data using certified repositories. CLARIN-IT translated the 
course into Italian and published it as Markdown files, enhancing its reusability. Selected learning content covering language 
resources, repositories, and CLARIN core services, like the Virtual Language Observatory, were then tailored for a selection of 
classes at the University of Ferrara to emphasize the importance of data management in language studies. This pilot applied a 
train-the-trainer approach and allowed for the participation of researchers and professors from the Linguistic Department of the 
University of Ferrara, which has been a CLARIN-IT member since 2023. 
Outcomes 
By the end of this presentation, the workshop participants will learn through a concrete example of how the research infrastructure 
supports a network of trainers and researchers through reusable learning resources, and especially how the FAIR-by-Design 
method can be applied to adapt existing resources for other teaching contexts in DHSS/DHCH education. 
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The easy access to AI technologies such as ChatGPT might have huge implications for teaching and learning in higher education. 
Therefore, more and more policies to regulate the use of AI are published by countries and institutions but there is no general 
overview of the existing policies in the CLARIN member states and their higher education institutions. There is also no overview 
of how the CLARIN community is applying AI technologies in the classroom; furthermore, there is no data available on whether 
the CLARIN community has specific concerns regarding the use of AI in Education and Research. To fill this gap, a CLARIN 
community survey was launched in early 2024 as a pilot study. Hence, this contribution reports on the results of the survey 
conducted. 
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XR-technologies are becoming increasingly influential in the GLAM-sector, offering new opportunities to enhance traditional 
educational practices. These technologies, which, among others, include virtual reality (VR), augmented reality (AR), and 
immersive media, provide museums with novel ways to engage audiences and convey information. However, the potential of 
XR technologies does not automatically translate into desirable educational outcomes. The challenge lies in ensuring that the 
experience is not just technically impressive, but also pedagogically meaningful. 
Museums have long been trusted institutions for evidence-based knowledge and as they incorporate XR technologies in their 
exhibitions, it is important to maintain this trust. This includes addressing concerns about source criticism, transparency and 
credibility when producing new, immersive content. The project aims to produce guides and documents that cultural heritage 
actors can consult when faced with the pedagogical choices that these technologies offer. 
To form an overview of the field we have systematically collected data across Europe on more than seven hundred unique 
exhibitions with immersive elements, and organised them by key themes related to technology, experience, pedagogical 
approaches, and aims. This process helped us identify trends and patterns in how XR technologies are being implemented in 
the museum sector. Four prominent trends emerged from our data: 

1. Limited use of VR and AR: 
Despite their popularity, these technologies remain less common in the GLAM sector. Their use is mainly 
concentrated in major cities and well-established institutions where collaborations with other organisations 
help provide the technical and cultural capital necessary to implement such technologies/ experiences. 

1. Science and Technical Museums show greater adoption:  
These types of museums have been more likely to integrate immersive experiences into their permanent 
exhibitions compared to historical museums, a fact that underscores a diversity in knowledge and prior 
experience in the landscape of immersive technologies. 

1. Touring projection-based art exhibitions is a growing trend:  
These large-scale art exhibitions utilize projection-based immersive experiences that boast a bombastic 
format and communication style, which in turn, attracts large crowds and garner significant media 
attention. Featuring famous artists, they promise audiences a fresh perspective on artworks and appeal to 
all age-groups. 

1. Popularity of 360-degree media and variety in terms of quality: 
360-degree photography and video, along with interactive three-sixty-exhibitions, emerge as the 
predominant immersive digital initiatives. This technology is accessible to a variety of contributors (from 
educators, researchers, and established museum institutions, to individuals and businesses of various 
size) and has a very low threshold. This dominant category includes everything from spontaneous 
documentation of historical sites to meticulously scanned replicas of entire permanent exhibition floors and 
archival documentation of past exhibitions. 

This poster highlights the importance of aligning the technical aspects of XR experiences with the educational goals of 
museums. As the field continues to evolve, our research study aims to identify and provide the sector with best practices for 
using XR technologies in ways that prioritize educational value over novelty, ensuring that they become a welcome addition 
and continuation of over a century of pedagogical learning and development. 
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This thesis focuses on the theory and practice of archiving digital intangible cultural heritage (ICH) in the form of martial arts 
heritage with the help of artificial intelligence (AI), and the consequences this entails for the archive in regards to authenticity of 
cultural heritage. In just a few years, AI, especially machine learning (ML), has become ubiquitous in vastly different areas of 
society and culture, including safeguarding cultural heritage. While the preservation of material cultural heritage for future usage 
with the help of AI, for example using Handwritten Text Recognition (HTR) for making archived manuscripts accessible for 
readers today as well as searchable, has been practiced for some time, the potential of AI and ML for archiving intangible cultural 
heritage has been less focused on. This thesis considers implications of using AI and ML for archiving ICH in the form of digital 
intangible cultural heritage – a term I will discuss in the thesis –, with a focus on how preserving ICH with the help of AI influences 
the authenticity of digital ICH heritage. 
For the theoretical framework, I draw on several related theories. Regarding embodied archival heritage, the framework 
encompasses discussion of embodied information practices (Olsson & Lloyd, 2017), embodied knowledge (Alliata et al., 2024; 
Craig et al., 2018), the cultural archive (Said, 1994), the human body as an archive (Simas, 2022; Alliata et al., 2024), and the 
concept of living human treasures (Aikawa-Faure, 2014; Rossi, 2018). In this thesis, the human body is regarded as a carrier of 
cultural knowledge and memory; it retains elements of cultural expressions such as types of gestures and movements, and has 
the capability of transmitting this knowledge into the future. As such, the human body can be considered an ‘archive’ in itself, 
hosting various kinds of embodied ‘records’ that can be passed on to others in the form of performances and teaching. In order 
to safeguard this embodied heritage for future users, efforts to digitize this type of heritage have been made in the form of various 
archival projects such as the Hong Kong Martial Arts Living Archive (HKMALA) (Hou et al., 2023), creating archives of digital 
embodied heritage: a digital version of embodied forms of cultural expression. The embodied ‘records’ are represented digitally 
and, in some cases, also enhanced via AI in the form of visualization and retrieval (Alliata et al., 2024). Evidently, this digitization 
process raises questions concerning if, and how, the authenticity of the embodied heritage can be preserved digitally. In this 
thesis, authenticity as a key concept is discussed in relation to archives, cultural heritage and digitization. The focus here lies on 
the practices in digital cultural archives preserving digital embodied heritage; what they imply regarding ideas of authentic 
heritage and how authenticity is perceived and practiced in these archives. 
The study is based on semi-structured qualitative interviews with staff and participants at two different digital cultural archives, 
and a document analysis comprised of official documents relating to the archives. The first case study is the Hong Kong Martial 
Arts Living Archive (HKMALA), which has been working on preserving martial arts digitally via motion capture. The second project 
is the Taekwondowon (National Taekwondo Center) of Korea, which to my knowledge does not work with AI techniques. The 
findings of these two complementary studies are then compared with the affordances of state-of-the-art AI techniques available 
for preserving, processing, and passing on digital embodied heritage. The outcome of this comparison is an AI conceptual 
framework suggesting a possible AI-supported preservation strategy for ICH in the form of digital embodied heritage. 
The thesis focuses on the following research questions: 
RQ1: How do archivists theorize and practice the archiving of digital embodied heritage? 
RQ2: How do archivists theorize and practice the safeguarding of authenticity in archiving digital embodied heritage? 
RQ3: What are the implications of using AI to archive digital embodied heritage for the authenticity of the archive? 
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Historical books convey substantial information through visual elements, including illustrations and ornaments. In the handpress 
era, these headpieces were impressed onto the page with ink using reusable carved or engraved templates, resulting in repeated 
copies of certain woodcuts. Woodcuts were more expensive than text types, and thus were used in many different books. In this 
paper we deal with automatic grouping of book images, considering both identical images and near-duplicates. When performed 
on a large scale and combined with metadata, this analysis sheds light on image circulation and publishing culture in the past. 
We demonstrate how such analysis can be used to study books published by the Tonson family, a prominent dynasty of 
publishers in the eighteenth century, and to uncover more complex printing practices of the eighteenth century than commonly 
understood.  
Approach 
Our study focuses on headpieces—ornaments used at the top of the page at the beginning of a chapter—extracted from 
Eighteenth Century Collections Online (ECCO), a collection of approximately 200,000 digitized 18th-century books. We use self-
supervised contrastive representation learning and clustering to group these images, revealing those that might be created from 
the same woodblock. Manual annotation is then used to clean up the clusters, and the resulting dataset is used to fine-tune the 
model. This semi-supervised approach yields 96% average precision in identifying similar headpieces. Fine-grained clusters are 
then organised in larger groups of near-duplicates. 
As a result of this process we find large groups of similar images, up to several hundred headpieces within a group. For some 
previously studied images we found by an order of magnitude more examples that were known before. That is more, large-scale 
data-driven analysis reveals interesting patterns of image circulation between publishing houses and cities. We discuss one such 
case in the next section. 
Analysis 
Our analysis reveals intriguing patterns in the use of headpiece ornaments associated with the Tonson-Watts publishing 
enterprise, where Watts was a printer working for Tonson but also publishing some books on his own. Figure 1 shows how 
selected headpieces prominent in Tonson’s books were used between 1720 and 1739. We observed a sharp decline in the use 
of these headpieces after Jacob Tonson Jr.'s death in 1735, despite John Watts' continued printing activities. This suggests that 
not all Tonson-Watts ornaments remained in Watts' stock, highlighting the complex ownership dynamics of publishing tools. We 
also found a correlation between the Tonson empire's decline and the overall decrease in headpiece use, which underscores 
the Tonson publishing house's influence in the 1720s and 1730s.  
A fascinating case of ornament reuse involves the "angel_head_trumpet_birds" (C002) design, shown in Figure 2. We identified 
distinct versions of this ornament: one associated with Tonson/Watts prints in London (C002_01) and another with Irish printing 
(C002_02). The deliberate differentiation of these headpieces, coupled with their sustained use over 30 years, suggests a 
strategic use of ornaments beyond mere imitation. This distinction raises questions about Tonson's possible endorsement of 
Irish editions, challenging the previous assumption of a hard one-to-one connection between an image and a publisher. 
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The SweDeb project aims to create a user friendly and openly available interface for examining parliamentary data from Sweden. 
The SweDeb interface makes it possible to explore and analyse the content of parliamentary debates from 1867 and onwards 
using tools for filtering and natural language processing. This poster will present a first version of the interface. 
The corpus used with the SweDeb interface is based on openly available data from the Swedish parliament. The corpus has 
been further processed within the projects WeStAc and SWERIK, which have re-OCRed the debate records, segmented the 
texts into individual speeches and enriched the corpus with metadata, with continuous improvements of the curated quality. In 
total, the corpus contains over 1 million annotated speeches, comprising some 450 million speech words. The estimated mapping 
between speaking members of parliament and their respective annotated speeches is about 87 % over the whole time period 
but often above 95 % after 1920 (Yrjänäinen et al., 2024). 
This rich dataset, documenting a vast number of political debates in Sweden, has many use cases and users, both for 
researchers and students within digital humanities and in other fields – history, political science, sociology et cetera – and for 
journalists, officials and politicians, as well as for members of the public. The creation of an accessible and easy-to-use interface 
makes this corpus readily available to a larger audience, and the addition of metadata makes it possible, through the SweDeb 
interface, to search for speeches by speaker name, party, gender, chamber and time period, and to download custom datasets. 
The SweDeb interface offers several tools for searching and analysing the corpus. In addition to filtering the dataset based on 
metadata criteria, it is also possible to search for words and examine how they have been used over time and by different groups, 
to get the context of a search term or phrase, and to search for n-grams. The SweDeb interface is also intended to be extended 
with additional tools, such as topic modelling, and with other data sources (e.g. the motions), further improving access to the 
content and language of parliamentary texts for digital huminites-oriented scholars and beyond. 
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This short paper focuses on community engagement, participatory approaches and inclusion in digital humanities initiatives as 
a methodology and guiding principle for data collection. 
Carved into the walls of Saint Sophia Cathedral in Kyiv, Ukraine, are more than 7,000 inscriptions that span over a thousand 
years, using different language and writing systems (both ancient and modern). The inscriptions constitute not only an 
incomparable source of knowledge about the cultural history of man, language and writing, migration, cultural exchange, and 
diversity, but also a most challenging material to document and study: these inscriptions are multilingual, multimodal, and multi-
temporal as well as layered upon one another with successive layers of messages etched over earlier ones during the centuries. 
Furthermore, the inscriptions are a precious source material for historical and cultural research that, due to Russia's warfare and 
bombing, is under dire threat. Since March 2022 more than 460 culturally significant environments and monuments have been 
destroyed (UNESCO 2025), and though Saint Sophia Cathedral is not considered a target there is an awareness that due to its 
location close to vital infrastructure it is threatened by drone and missile attacks. This not only prevents the international 
community of researchers from visiting the cathedral during the war, but if the cathedral is severely damaged the digitised material 
will be one of the only available sources for future studies of the inscriptions. To safeguard this cultural heritage and research 
source, an ongoing collaboration between Ukraine and Sweden are documenting the inscriptions and publishing the data through 
an online portal that allows for both a manual visual analysis of the digitised surfaces and inscriptions but also an infrastructure 
for data registration and computational analysis using artificial intelligence (Westin et al. 2024). 
In an effort to meet these challenges and carry out a project in a country burdened by war, the Department of Conservation and 
the Gothenburg Research Infrastructure in Digital Humanities (GRIDH) at the University of Gothenburg have worked with 
stakeholder interviews and knowledge transfer and participatory approaches to data collection. The method, partly developed 
within the research project Methods for Digital Diagnosis of Threatened Cultural Heritage (Westin and Almevik 2023), serves to 
highlight and counter two conventions within the heritage sector. The first one concerns how the concepts documentation and 
digitisation are often uncritically thought to be final and complete acts. Hence, a church can be described as having been 
documented and an artefact as having been digitized without necessarily prompting any questions about the scope of the 
documentation or digitisation. By instead framing these as data collection processes, one opens from the start up for questions 
about what aspects are to be collected and how the data should be analysed or used. It creates an awareness that this is only a 
sampling of a delimited part of the monument, artefact or phenomenon studied. The second one concerns the dichotomy between 
heritage professional and technical expertise. All too often the technical knowledge is not shared with the heritage professionals 
but is instead owned by an outside contractor or expert group. The heritage professionals thereby lose control of the digitisation 
process when it comes to methods, access to the collected data, and storage solutions. 
With these experiences as a stepping stone, the project Digital documentation of inscriptions in the Saint Sophia Cathedral in 
Kyiv was instigated by an investigation into who the stakeholders were and what they would require from the collected data to 
meet their different needs. This involved both deep interviews with individual researchers and forming a reference group of 
stakeholders. The reference group served also as a basis for reaching an even larger and more diverse group of experts to 
participate in a first workshop and evaluation of the proposed digitisation methods and their result. This evaluation served to help 
the project further develop the methods and do a course correct to meet the demands of the stakeholders. The personnel at the 
Saint Sophia Cathedral Museum have served an integral role in the process of testing and evaluating digitisation methods on 
site and have then been trained both in the necessary workflows to independently carry out high quality digitisations of 
inscriptions, preprocess and evaluate the collected data, and to employ proper data management. 
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1. Introduction 
This paper addresses how digital portals, tools, and datasets can be effectively developed and evaluated as legitimate non-
traditional research outputs (NTROs) within the academic merit system. It also explores strategies to enhance the scholarly 
recognition, authorship, and long-term accessibility of digital publications in humanities and social science research, grounded 
in the work at GRIDH. To further shed light on the state of digital publications within academia, the aim of the present paper is 
to collate and present a broad set of interdisciplinary experiences of researchers, research engineers and collaborative partners 
at GRIDH, focusing on structuring data for rich spatio-temporal visualisations. 
We begin by highlighting the problem of relying on textual outputs in academia, contrasting traditional practices with the potential 
of new digital formats for improved knowledge transfer. The paper proceeds by outlining GRIDH’s approach to facilitating 
interdisciplinary projects and collaborations between technical experts and humanities researchers to meet the evolving 
standards in digital humanities and represent the ways in which historical artifacts generated meaning in the past. Then, we 
provide concrete examples of GRIDH projects and technical strategies for presenting data-intensive research interactively that 
demonstrate expertise in structuring data for rich spatio-temporal visualisations, that manifests the need to reduce the translation 
between analysis and dissemination. We conclude by emphasising the benefits of integrating NTROs into academic evaluation 
systems, addressing issues of authorship and the longevity of digital formats. 
2. A notable gap  
It has been argued that the academic system remains heavily reliant on textual output (see Berry & Fagerjord 2017). The 
conventional academic process centers on producing written content across a variety of textual formats, including full research 
articles, conference papers, technical reports, case studies, reviews, books, and research proposals (Almevik and Westin 2022). 
To conform to these genres, research results need to be translated into words, a process further disciplined by the accepted 
disposition and rules of the format. However, it has also been argued that while this conforms the research into formats that are 
easy to review and share, it does a disservice to the knowledge transfer and the transparency when it comes to the presentation 
of the data. New technologies today provide a diverse array of formats that can significantly improve research communication 
and reduce information loss when translating between different modes, media, and formats. The latest advancements in 
informatics, digital humanities, and multimodal anthropology investigate how gaming, social networks, and immersive or 
augmented reality are not only transforming societal practices but also redefining the practice of research itself (Gubrium, Harper 
and Otanez 2015; Collins, Durington and Harjant 2017; Almevik and Westin 2022). 
While substantial research has explored multimodal methods for data collection and analysis – such as using film to reveal skills 
or embodied knowledge, or employing 3D representations to investigate materiality – there is a notable gap in addressing how 
these multimodal approaches and emerging technologies can be effectively integrated into the final research outputs. Moreover, 
as Gunnar Almevik and Jonathan Westin argue, there is a need to balance these innovations with the dual demands of academic 
rigour and practical relevance (2022). In the context of artistic research, augmented tools are often crucial for capturing the subtle 
nuances of both processes and qualities in practice. For instance, film may be indispensable for illustrating variations in motion 
or supporting the analysis of sensory experiences, while a detailed 3D model of an object, material, or structure may be vital for 
outlining the research focus or understanding the intricate relationships between different surfaces. This is evidenced by the 
ample research on the technical aspects of new media and how digital technologies can be utilised to communicate research 
(see Debevec 2005; Kahr-Højland 2007). In the context of academic work and publishing, 3D documentation, sound, video and 
code examples thus have several advantages as they are providing a framework where less abstraction is needed to establish 
knowledge transfer and evaluation of ideas. 
3. Integrative interdisciplinary collaborations 
Since 2015, GRIDH (formerly the Centre for Digital Humanities, CDH) has initiated and developed data-rich research projects 
and digital resources (tools, databases, archives, etc.) in collaboration with researchers from the humanities and other faculties. 
The work at GRIDH is grounded in what we describe as interdisciplinary project design (Brodén et al. 2024), which refers to a 
specific approach for integrating collaboration between technical experts and ‘traditional’ humanities and social science 
researchers. This approach addresses multidisciplinary teamwork requirements and also feeds into the ongoing discussion in 
digital humanities about the need for context-sensitive approaches that are based on domain knowledge. Critical commentators 
in the field emphasise the importance of engaging with the original context of archival data to produce robust and nuanced 
results. Katherine Bode (2018) critiques the tendency to rely on data models that inadequately represent the ways in which 
historical artifacts generated meaning in the past, while Jo Guldi (2023) cautions against naïve assumptions about the 
relationship between data and the documentary record. We find the notion of interdisciplinary project design useful for delineating 
an emergent form of expertise in the ‘fractured trading zones of digital humanities’ (Svensson 2011). On some level, this expertise 
resembles what Andrea Hunter (2014: 27) refers to as ‘bridge people’, who can speak the languages of ‘the two cultures’ and 
acknowledge domain specific needs and contexts. 
4. Reducing the translation between analysis and dissemination 
With a start in the projects Mapping Lived Religion (2019–2024), Expansion and Diversity (2019–2021) and Pehr Strands Flöjtur 
(2018–2021), GRIDH developed expertise in structuring data for rich spatio-temporal visualisations. This expertise has been 
further developed in subsequent projects through the development of a package of frontend modules organised around a data 
model specifically aimed at cultural heritage data and the design of three distinct interaction models: one built around a traditional 
paper structure where the user advances through various steps akin to individual chapters and the interactive exploration of data 
is just one of these; one arranged as a series of distinct and interconnected views that lets the user interact with the data at 
different scales and levels of abstraction, and one where the user explores the data through a series of tools specifically created 
to study certain aspects or sections of the dataset. Through a number of projects such as Extended Rephotography (2020–
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2024), Reading the Signs (2022–2024), Göteborgs Jubileum 1923 (2023), Etruscan Chamber Tombs (2023-2024), Svenskt 
Digitalt Orgelarkiv (2020–2024), Saint Sophia’s Inscriptions (2024–2026), Maritime Encounters (2022–2027), and New Paths to 
the Past (2020–), these interaction models have been expanded with capabilities to view, perform measurements on, and 
evaluate 3D data, explore reflectance transformation imaging (RTI), browse and filter visual galleries of datasets, and group and 
sort documentation according to date or type. Hence, the interaction models are defined by a ‘linear modularity’, a semi-rigid 
structure that moves from the textual or visual establishment of context to the exploration of published data through media-
specific tools. However, a key differentiator between traditional and digital research output lies in the relation and access to 
underlying data either as downloadable datasets or open API’s that allows others to incorporate the data in their research or 
projects. Hence for its backend, GRIDH’s publication strategy relies on a database coordination solution written in Django with 
PostgreSQL. The backend solution allows for the serialisation and generation of generic and consistent views in the form of 
representational state transfer APIs, through the Django REST framework. This ensures the creation of compliant web APIs that 
both the frontend of the publication relies upon, and that can be published as open APIs (see Westin, Bridge and Tomasini 2024). 
While NTROs have a clear head start in artistic research they are beginning to earn wider academic recognition. Research 
councils and national assessment bodies have included NTROs in guidelines for assessment of research for more than a decade 
(ARC 2014; University of Sidney 2014; Barwick and Toltz 2017). However, while the digital publications GRIDH have developed 
together with various research groups all present research in interactive and engaging ways that reduces the translation between 
analysis and dissemination, outside artistic research they are seldom upheld by the involved researchers as publications in their 
own right, nor are they incorporated in university merit systems. This might be traced back to several circumstances, both in how 
the publications are created as a multi-author and trans-disciplinary collaboration between researchers and research engineers 
with sometimes unclear authorships and transparency when it comes to individual contributions, and as an effect of a systematic 
mistrust in the longevity of digital publications. 
5. Conclusions 
In conclusion, the efforts at GRIDH to develop digital portals, tools, and datasets highlight the potential of non-traditional research 
outputs (NTROs) to enrich academic communication and research dissemination, particularly through data visualisation and 
open access to datasets. While NTROs are gaining recognition, especially within artistic research, there remains a need to better 
integrate these digital publications into academic evaluation systems, addressing issues related to authorship, collaboration, and 
the perceived longevity of digital formats. 
 
Bibliography 
 
Almevik, Gunnar, and Jonathan Westin (2022). "Rethinking the Academic Artefacts”. In Craft Sciences, edited by Tina 
Westerlund, Camilla Groth and Gunnar Almevik. Gothenburg: Kriterium, Acta Studies in Conservation. 
 
Australian Research Council (ARC). 2014. Excellence in Research for Australia: ERA 2015, Submission Guidelines. Canberra: 
Commonwealth of Australia. 
 
Barwick, Linda, and Joseph Toltz. 2017. “Quantifying the Ineffable? The University of Sydney’s 2014 Guidelines for Non-
Traditional Research Outputs.” In Perspectives on Artistic Research in Music, edited by Robert Burke 
and Andrys Onsman, 67–77. Oxford: Lexington Books 
 
Berry, David, Ander Fagerjord (2017): Digital humanities, Polity. 
 
Bode, Katherine (2018): A world of fiction. Digital collections and the future of literary history, University of Michigan Press. 
 
Brodén, Daniel, Mats Fridlund, Cecilia Lindhé and Jonathan Westin (2024): ‘Designing digitally-driven interdisciplinarity: 
Between protocol and judgement’, Proceedings of the Huminfra Conference (HiC 2024), Linköping Electronic Conference 
Proceedings 205, 128–134. 
 
Collins, Samuel, Matthew Durington, and Gill Harjant (2017). “Multimodality: An Invitation.” American Anthropologist 119 (1): 
142–46. 
 
Debevec, Paul (2005). “Making ‘The Parthenon’.” 6th International Symposium on Virtual Reality, Archaeology, and Cultural 
Heritage, Proc. VAST 2005, Pisa, Italy. 
 
Gubrium, Aline, Krista Harper, and Marty Otanez (2015). Participatory Visual and Digital Research in Action. Walnut Creek: Left 
Coast Press. 
 
Guldi, Jo (2023): The dangerous art of text mining: A methodology for digital history, Cambridge University Press. 
 
Hunter, Andrea (2014): ‘Digital Humanities as third culture’, MedieKultur, 57, 18–33.  
 
Kahr-Højland, A. 2007. “Brave New World: Mobile Phones, Museums and Learning.” The Journal of Nordic Museology (1): 3–
19. 
 
Svensson, Patrik (2011): ‘The Digital Humanities as a Humanities Project’, In M Gorman (Ed.): Trading zones and interactional 
expertise: Creating new kinds of collaboration, MIT Press: 42–60. 
 
University of Sydney Research Portfolio. 2014. University Guidelines for Non-Traditional Research Outputs (NTROs). Sydney: 
The University of Sydney. 
 
Westin, Jonathan, Tristan Bridge & Matteo Tomasini (2024), From the Arctics to Antarctica - A multimodular visualisation of 
data, Proceedings of the Huminfra Conference (HiC 2024).  
  



 

 229 

Johannes Widegren 
Linnaeus University, Sweden 

Automatic subject indexing of oral history interviews with Whisper and ChatGPT 
 
ID: 114 / Poster Session 2: 18 
Poster and demo (abstract) with accompanying a 1-minute lightning talk 
Keywords: Artificial intelligence, oral history, automatic transcription, automatic subject indexing 
 
In the archival media trinity of text, image and sound, the latter presents particular challenges for users’ searching and browsing. 
While a user can manually or digitally browse through texts and images to locate items of interest, sound needs to be played 
more or less in real time to do the same. Audio files can naturally be described and transcribed – digital or digitized audio files 
of speech automatically so – thus facilitating full-text search. However, the familiar Achilles’ heel of full-text search, namely the 
ambiguity of natural language, remains.  
Enter the hallmark trade of librarianship: subject indexing. When subject index terms have been assigned to individual sections 
of an audio file, a user searching for these or similar terms can locate precisely where in the retrieved audio files the subject is 
discussed. With state-of-the-art AI systems, even this can be done automatically, thereby decimating the amount of time needed 
to index audio files, from real time to as fast as the system can process them. This heralds a brave new future for the accessibility 
and searchability of oral history archives. 
This poster presents a pilot study on automatically transcribing interviews in Swedish from oral history archives using OpenAI’s 
Whisper, describing the content and assigning subject index terms to sections using OpenAI’s ChatGPT, and visualizing the 
results. The accuracy of the results depends on many factors, including sound quality, accents of the speakers, the amount of 
language mixing etc. The results are very promising, however, suggesting automatic subject indexing of interviews to be a 
worthwhile research direction going forward.  
  



 

 230 

Johannes Widegren 
Linnaeus University, Sweden 

Human-centered AI approaches for improved information discoverability in Sámi archival collections 
 
ID: 115 / S01: 2 
Doctoral Consortium 
Keywords: artificial intelligence, archives, sámi archives 
Postmodern archival scholarship has revealed the power dynamics inherent in the shaping of collective memory through archives 
and recordkeeping. Rather than constituting neutral evidence of past events, archives are deliberately formed by dominant 
groups in society to assert power over marginalized groups (Dunbar, 2006). Western hegemonic notions of what constitutes a 
record exclude the narratives of e.g. Indigenous populations with oral traditions from the writing of history, leading to biased 
representations of the past that masquerade as the only truth. 
In scholarly circles, decades of research have rendered Sweden’s roughly 400-year-history of colonial oppression of the 
Indigenous Sámi populating northern Fennoscandia well known. In spite of this, public and political awareness of the fact has 
lagged behind, and Sweden has long maintained an air of innocence in its discourse on the matter (Fur, 2016). This has become 
painfully apparent in recent years, during which Swedish court rulings and policy decisions have failed to recognize the rights of 
the Sámi as an Indigenous people, inducing international critique. Promoting Sámi counternarratives, to complement or contest 
the dominant Swedish narrative, has thus become not only a goal to benefit future generations but an endeavor with political 
ramifications in the now. 
Digitalization of archives presents an opportunity for remediating the colonial dynamics of the physical cultural record in line with 
Risam's (2019) framing of postcolonial digital humanities. A current digitalization project by the Sámi periodical Samefolket, 
presumably the oldest Indigenous periodical in the world, aims to do just that by facilitating access to their archive of over a 
century of Sámi voices for a wider audience. Having functioned as a vehicle of Sámi opinion, a unifying organizational force and 
a political platform, this archive is an invaluable source for researchers and the public alike. 
The digitalization project team is small, however, and resources are limited. Structuring and adding metadata to digital collections 
to facilitate information discovery can be a monumental task. For this reason, many cultural heritage institutions have 
experimented with approaches using artificial intelligence (AI) to structure, describe and create access to digital collections in 
short periods of time (see e.g. Carter et al., 2022; Luthra et al., 2023). There are inherent risks in using AI technologies, however, 
which include but are not limited to biased models, data security risks and inaccuracies in output (Foka et al., 2023). In sensitive 
cultural settings, these technologies should preferably be used in human-AI collaborative workflows. 
This project aims to work together with the digitalization team at Samefolket to explore the risks and possibilities of using AI to 
assist the endeavor of creating digital access to their archive, which in addition to the issues of the periodical, written in Swedish 
and occasionally Sámi languages, contains over 50,000 photos and numerous administrative records and other source material. 
Which technologies to test will be decided in collaboration with the digitalization team, in order to facilitate their work and strive 
towards their goals. Potential applications include, in addition to optical character recognition (OCR), topic modeling, named 
entity recognition, image tagging, semantic clustering of images, text summarization, and more. Thereby it seeks to answer the 
question of if and how AI can help raise social consciousness of Sámi culture and history, and future-proof Sámi cultural heritage. 
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In the archival media trinity of text, image and sound, the latter presents particular challenges for users’ searching and browsing. 
While a user can manually or digitally browse through texts and images to locate items of interest, sound needs to be played 
more or less in real time to do the same. Audio files can naturally be described and transcribed – digital or digitized audio files 
of speech automatically so – thus facilitating full-text search. However, the familiar Achilles’ heel of full-text search, namely the 
ambiguity of natural language, remains.  
Enter the hallmark trade of librarianship: subject indexing. When subject index terms have been assigned to individual sections 
of an audio file, a user searching for these or similar terms can locate precisely where in the retrieved audio files the subject is 
discussed. With state-of-the-art AI systems, even this can be done automatically, thereby decimating the amount of time needed 
to index audio files, from real time to as fast as the system can process them. This heralds a brave new future for the accessibility 
and searchability of oral history archives. 
These methods favor particular kinds of material, however, notably monolingual data in major languages. NLP technologies offer 
much less support for small languages such as the different varieties of Sámi spoken in northern Fennoscandia. Rich collections 
of oral history interviews both in Sámi languages and in Swedish with Sámi content are available online, some with little or no 
finding aids, for which subject indexes would be of immense value. If even basic indexes could be provided automatically, it 
would increase findability in this culturally vital material manyfold.  
This poster presents a pilot study on automatically transcribing interviews in Swedish mixed with Sámi from oral history archives 
using OpenAI’s Whisper, describing the content and assigning subject index terms to sections using OpenAI’s ChatGPT, and 
visualizing the results. The accuracy of the results depends on many factors, including sound quality, accents of the speakers, 
the amount of language mixing etc. Ethical questions naturally arise when applying AI technologies to Indigenous material, in 
particular questions of representation and generalization. The results are very promising, however, suggesting automatic subject 
indexing of interviews to be a worthwhile research direction going forward.  
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A patent is an exclusive right granted to inventor for a certain period of time to prevent others from profiting from inventions and 
their application. In most modern patent systems, examination procedures have been established to evaluate if inventions applied 
are novel enough to be patented. The purposes for the patent system are to offer the inventor rights to decide on the invention, 
to acknowledge individual creativity and originality, and to disclose technological knowledge to the public. While initially designed 
as a national system, the turn of nineteenth and twentieth centuries witnesses the globalization of patenting activities, marked 
by the Paris Convention in 1883 (Pretel, 2018). The patent has also become an important channel for transnational technology 
transfer. Arguably, modern patent systems has created both private value and societal value out of innovation activities (Akkoyun 
et al., 2022). In this paper, the aim is to use natural language processing methods to study the value of patents. 
Though not all inventions have been patented, patent data offers concrete evidence for technological innovations and intellectual 
progress and thus is used widely as the proxy for innovation activities (Ace et al., 2002; Kogan et al. 2017). Particularly for 
historical periods, patents preserve valuable sources for innovation across different spans, regions, industries and sectors. Most 
studies using patent statistics quantitatively to measure the output of innovation activities. Yet a major challenge remains, to 
evaluate the patents more precisely, and to identify important and valuable patents from others, due to a large number of patents 
granted each year and the vast variation of the quality among them. A key theme in patent history is therefore the value in 
patenting and innovation: what is value in innovation, and accordingly, how can patents be used to assess such value? 
The division between private and social values of patents sheds different lights on the methods for evaluation. The private value 
consider how valuable a patent is from patentees’ view, and the social value regards the valuation by others. The private value 
has been accessed mainly by yearly fee payments (Schankerman & Pakes, 1986). The more patentees invested for extending 
the life of their patents, the higher expectations they had for the value. The similar goes for measuring the geographical breadth 
of patents by constructing historical patent families (Andersson, La Mela & Tell, 2024). However, two patents with similar time 
and space scope might still differ hugely in their relative values, not only because that patents are designed as a trade-off 
between interest exclusiveness and information disclosure and thus have a limited lifespan, but also since patentees might have 
different criteria and strategies to decide whether or not to prolong their patents. 
The perspective of social value offers an approach to compare in such scenarios. However, it has been particularly a difficulty to 
study historical patents, which, unlike the modern ones, have no reference system such as citations to indicate the relative 
importance before the 1950s. The social value of historical patents are mostly assessed retrospectively using citations from later 
periods (Nicolas, 2011), or externally with other contemporary sources like biographical dictionaries (Nuvolari & Tartari, 2011; 
Nuvolari, Tartari & Tranchero, 2021). There has long been a lack of methods for patent evaluation with no extra proxy that might 
causes turbulence especially when creating longterm indices. This paper addresses the challenge by constructing a text indicator 
to measure the value of patents granted in Sweden in the period 1890—1945. 
Textual indicators on patent specifications are recently developed to measure patent value. The patent publications carries 
detailed information on the description of inventions, the claims of novelty and the drawings for examiners and later for the public. 
They thus become a good source to build internal indicators for patent value. The key idea is to measure the similarity between 
patent specifications: an important patent is distinct from the previous patents in language and influences the language used in 
the subsequent patents. Various methods of natural language processing has been applied to investigate the similarity, such as 
new words and bigrams (Arts, Hou & Gomez, 2020), high dimensional textual analysis (Kelly et al., 2021, on US patents from 
1840 to 2010; La Mela, Frankemölle & Tell, forthcoming, on Swedish patents from 1890 to 1929), and text embedding (Hain et 
al., 2022). Using Swedish historical patent in the first half of twentieth century, this paper pushes forward the frontier by studying 
how language difference impact the validity of text indicators, as well as creating and validating indices for innovation 
breakthroughs during a period witnessing Sweden’s growth in innovation activities at the global stage. 
In the study of modern patents, text indicators are more effective method than patent citation (Arts et al., 2020). It is also regarded 
as more likely to capture the scientific value of a patent instead of the economic one. To contribute to current discussion in patent 
value, this paper investigates further which aspect of social value is more likely measured by the text indicator in historical studies 
by triangulation with other primary sources such as biographical dictionaries and industrial periodicals. The paper also 
investigates how historical technology vocabulary change and morphological differences (e.g. between Swedish and English) 
may affect the performance of the established text similarity measurements. For the history of innovation in the context of 
twentieth-century Sweden, this paper improves the indicator constructed on Swedish corpus in a pilot study (La Mela, 
Frankemölle & Tell, forthcoming) by extending the time scope until World War II, using clips of the documents to minimize the 
influence of length variation, analyzing the evaluation at the industry and sector level and validating the new indicator with other 
measures including annual fee payment and industrial references. 
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This paper presents an AI-assisted method for information extraction from historical documents using multimodal large language 
model (MLLM). We develop a pipeline to retrieve text and events from Swedish historical patent cards using the GPT-4o model 
to extend the Swedish historical patent database. Our study demonstrates how generic MLLMs can help to save time and labor 
cost for creating applicable data in a low-source setting, which is a common challenge for digital humanities projects leveraging 
the latest AI technologies. We also explore the error flagging for automated text recognition that can integrate into traditional 
information extraction workflow: the MLLMs' vision capacity helps to identify documents with potential errors that require human 
verification. We conclude that the model generates usable yet imperfect data which speeds up data collection and reduces its 
cost. The flags created simultaneously in information extraction enable to evaluate the model's performance and to allocate 
human resources for actual error correction through manual transcription. With the rapid development of open MLLMs recently, 
a promising future step is to explore local solutions for fine-tuning and application of the models. 
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Introduction 
In my research, I aim to construct knowledge graphs focusing on the sagas —a collection of medieval Icelandic prose narratives 
written in Old Norse— and to elucidate the dynamics of problem-solving within these sagas based on that graph. In this 
presentation, I particularly discuss the construction of the knowledge graph for the saga. The term "saga" in Old Norse refers to 
"story" or "history." In saga studies, it specifically denotes a collection of prose narratives written in Old Norse. Many of these 
sagas are considered to have been passed down orally and were transcribed into manuscripts around the 12th to 13th centuries, 
surviving to the present day. The sagas are categorized into several genres according to their content. 
Among them, there is a genre called "contemporary sagas." In most sagas, there is a temporal gap between the period depicted 
in the saga and the time when it was transcribed into manuscripts. "Contemporary sagas," however, are characterized by the 
events narrated in the sagas occurring roughly in the same period as when the sagas were written down. For this reason, 
"contemporary sagas" serve as important materials for understanding the Icelandic society of that time. 
Research Objectives 
The sagas document countless interactions among people, such as disputes over property, murder, revenge, lawsuits, and 
marriage. In other words, these interactions depict how problems arose in the daily lives of people at that time, how they dealt 
with these problems, and what changes occurred in their relationships as a result. By capturing this series of changes as the 
dynamics of problem-solving and analyzing each interaction process in detail, this study aims to clarify the ideal ways of problem-
solving as perceived by the Icelandic people of that time. Regardless of the varying degrees of truth in the sagas' descriptions, 
contemporary people accepted them as possessing a certain level of authenticity. By unraveling all interactions described in the 
sagas, this study intends to reveal the ideal forms of problem-solving within them. 
This endeavor typifies problem-solving approaches in daily life. By extending this to other narratives and stories from different 
regions, we can establish a global typology of approaches for problem-solving. Situations requiring problem-solving are not 
confined within narratives. Learning such knowledge for problem-solving allows us to enjoy it as wisdom opens to us all, 
transcending time and region. 
Materials and Scope 
This study focuses on one of the contemporary sagas within the "Sturlunga Saga," specifically "The Saga of the Icelanders." It 
contains rich documentation of social conflicts and problem-solving instances; thus, it is an ideal case study for analyzing 
medieval Icelandic dispute resolution patterns. "The Saga of the Icelanders" has two editions of critical texts (published in 1946 
and 2021). Based on the 1946 edition, which is already available in digitized files, it consists of 200 chapters. Since the 2021 
edition is published only in print, this study first uses the already publicly available digitized critical text (1946 edition). In either 
edition, the number of characters appearing in the narrative exceeds 100, and many place names appear as well. However, this 
study also refers to the 2021 edition as appropriate in the research. 
Approach 
Numerous problem-solving instances occur in the sagas, and manually extracting all of them is time-consuming. Although this 
research is limited to a single saga, this study has a long-term goal of comparative studies across multiple sagas. Therefore, 
while maintaining comprehensiveness, it needs to partially streamline the work, for which this study utilizes knowledge graphs. 
A knowledge graph allows us to represent relationships between entities as a graph in a machine-readable format. In such graph 
construction, descriptions based on RDF (Resource Description Framework) are well-known. As mentioned earlier, the sagas 
depict various human interactions. These interactions have a kind of network structure and can be represented in graph form. 
Therefore, this study constructs knowledge graphs of the saga’s narrative content, keeping the following two points in mind: 
1. Continuous Chronological Representation: Represent the events depicted in the sagas continuously while maintaining 
chronological order. 
2. Detailed Expression of Relationships: Express the relationships between characters in detail. 
By using query languages such as SPARQL on this knowledge graph, we can extract specific structures and search for complex 
relational patterns, allowing for comprehensive searches within the graph. Moreover, knowledge graphs are highly extensible; 
by constructing knowledge graphs of other sagas using a common ontology, they can be integrated. If we can also link images 
of manuscripts and archaeological materials or any other related data, it can be used as LOD (Linked Open Data) of medieval 
Icelandic sagas. Therefore, constructing the sagas as a knowledge graph is not only necessary for analysis but will also contribute 
to building a foundation in saga studies in the long term. 
Preliminary Results and Future Prospects 
At DHNB2024 last year, I worked on developing a workflow for constructing knowledge graphs of sagas. In constructing the 
knowledge graph for the sagas, I decided to build two major graphs: 
1. Event-Oriented Graph: Representing the content of the text as a graph while maintaining the time information inherent in the 
sagas' text. 
2. Human Relationship-Oriented Graph: Representing the relationships between characters as a graph, referring to genealogical 
charts and proper noun indexes in the critical texts' appendices. 
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Among these, I focused on constructing a relatively simpler human relationship-oriented graph. By summarizing human 
relationships in tabular form using Excel while referring to genealogical charts and proper noun indexes, I demonstrated the 
procedure to convert this into a knowledge graph. 
In my presentation at DHNB2025, based on last year's workflow, I plan to present part of the results from my current work on 
constructing the event-oriented graph. I employ GPT-4 with Retrieval-Augmented Generation (RAG) to systematically extract 
named entities, events, and relationships from the saga text. This approach ensures accurate identification of medieval Icelandic 
names, places, and events from the resource. 
This research not only advances the methodology for analyzing the medieval texts but also contributes to the broader field of 
digital humanities by demonstrating the effectiveness of knowledge graphs in literary studies. 
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The nineteenth century was a challenging period not only for the Ottoman Empire, which Russia condescendingly referred to as 
"The Sick Man of Europe," but also for Russia, which faced all the major powers in the Crimean War. These empires fought nine 
times between the beginning of the seventeenth century and the Russo-Turkish War of 1877–78. The war had far-reaching 
consequences in the Balkans and Caucasus and was unique in the way journalists portrayed it for Europeans, Russians, Turks, 
and Balkan nations. WarThe media, journalists, military attaches, and correspondents from various nations shaped war news, 
attracting a large audience and often deeply engaging people both emotionally and intellectually. However, the conflict also had 
a significant impact on the ethnic majorities and peripheral minorities of the Russian Empire, including Finns, Estonians, and 
Poles, who served in the armThis research will examine over 60 published letters from readers and soldiers in 1877-78, sourced 
from the Translocalis Database [1]. UsiReaders and soldiers from the war zone sent local letters to newspapers as source 
material, providing details on the perspectives of society, people, and war, and sharing the community's experiences with the 
war. study posits a significant hypothesis that Finland's emerging notion of a distinct state and nationhood was influenced by the 
wartime events, as evidenced by particular instances from readers' letters, news coverage of the war in newspapers, and tales 
of troops. The qualitative content analysis and digital humanities tools (https://korp.csc.fi/korp/, AntConc tool, and digitalised 
newspaper collection of Finnish National Archives https://digi.kansalliskirjasto.fi/collections?id=742) will be implemented to 
analyse the written texts by key themes: society, soldiers, solidarity, narratives, war news, and enemy images. 
[1] Translocal Database developed by the Academy of Finland Centre of Excellence in the History of Experiences (HEX), 
https://digi.kansalliskirjasto.fi/sanomalehti/binding/431835?page=3 is an online repository for reader correspondence sent in 
various places and published in Finnish newspapers from 1844 till 1885, it comprises 71,826 reader letters originating from 
Finland and several different countries. Translocalis data is a sample of early part of the formation of Finnish civil society. In a 
way it is the social media of its time. It is internationally unique source of data and especially Finnish phenomenon. 
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The Russian and Turkish empires fought nine times between the beginning of the 17th century and the Russo-Ottoman War of 
1877–78. Following the 1875–1876 wars between Serbs and Turks, this war of 1877–78 had far-reaching consequences in the 
Balkans and Caucasus for Russians, Turks, and Balkan nations. But the war also had a significant impact on the ethnic majorities 
and peripheral minorities of the Russian Empire, such as Finns, Estonians, Latvians, Lithuanians, and Prussians. This paper 
aims to analyze the war songs of the Finnish and Estonian soldiers who participated in the Russian-Ottoman War in the Balkans 
in 1877–1878. There were 1114 Finnish and 2636 Estonian soldiers in different locations during the war. This study utilized the 
old war songbooks belonging to both Finnish and Estonian troops. Particularly with one Estonian and songbook published in 
1877 (a) and one Finnish songbook published in 1878 (b), (Wene ja Türgi Sõa Laulud nastak 1877: „Meie mees, fui sõtta lääb, 
Siis ta aun ja wõitu saab." [Russian and Turkish Folk Songs from 1877: „Our man, if he goes to war, will then gain honour and 
victory"], and Kaunis Laulu, Turkin ja Wenäjän sodasta [Kaunis Laulu, Turkin ja Wenäjän sodasta],) from the letters of soldiers 
and their shared experiences about the imperial and religious war between Christians and Muslims (Cross and Crescent) by 
using translation and text analyses methods. By implementing the Orange and AntConc tools, we can use text analyses and 
mining methods to comparatively assess the folk cultures of Finland and Estonia during the war. This comparative assessment 
will not only highlight the distinct cultural narratives that emerged in response to the conflict but also reveal the underlying themes 
of resilience and unity among the soldiers. Additionally, the insights gained from this analysis can contribute to a broader 
understanding of how wars shape cultural identities and influence the collective memory of nations. 
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